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CHAPTER 1

Introduction

Migrating a Two-Tier Application to Azure Using
Different Architectures and DevOps Best Practices

Setting the Scene

You are part of an organization that is running an e-commerce platform application, at
present using Windows Server on-premises infrastructure, based on a virtual Windows
Server 2012 R2 web server running Internet Information Services (IIS) and a second
Windows Server 2012 R2 virtual machine (VM) running Microsoft SQL Server 2014
database services.

The business has approved a migration of this business-critical workload to Azure,
and you are nominated as the cloud solution engineer for this project. No decision has
been made yet on what the final architecture should or will look like. Your first task is
building different Proof of Concepts in your Azure environment, to test out the different
architectures available today, to host your application workload:

— Infrastructure as a Service (IAAS), using Azure Virtual Machines
— Platform as a Service (PAAS), using Azure Web Apps and Azure SQL

— Containers as a Service (CAAS), using Azure Container Instance (ACI)
and Azure Kubernetes Service (AKS)

At the same time, your CIO wants to make use of this project to switch from a more
traditional mode of operations, with barriers between IT sysadmin teams and developer
teams, to a “DevOps” way of working. Therefore, you are tasked to explore Azure DevOps
and determine where CI/CD pipelines, together with other capabilities from Azure DevOps,
can assist in optimizing the deployment as well as optimizing the running operations of this
e-commerce platform, especially when deploying updates to the application.

© Peter De Tender 2021
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CHAPTER 1  INTRODUCTION

As you are new to the continuous changes in Azure, you want to make sure this
process goes as smooth as possible, starting from the assessment over migration to
performing day-to-day operations.

Abstract and Learning Objectives

This book enables anyone to learn, understand, and build a Proof of Concept, by
performing a platform migration of a two-tiered application workload to Azure public
cloud, leveraging on different Azure Infrastructure as a Service, Azure Platform as a
Service (PAAS), and Azure container offerings like Azure Container Instance (ACI) and
Azure Kubernetes Service (AKS).

The focus of the book is having a true hands-on lab experience, by going through the
following exercises and tasks:

¢ Deploying your “lab virtual machine”

o Deploying a two-tier Azure Virtual Machine (web server and SQL
database server) using Infrastructure as Code (IAC) concepts with
ARM (Azure Resource Manager) template automation in Visual
Studio 2019

e Performing a proper assessment of the as-is WebVM and
SQLVM infrastructure using Microsoft assessment tools

o Migrating a SQL Server 2014 database to Azure SQL Paa$
(lift and shift)

e Migrating a .NET Core web application to Azure Web Apps
(lift and shift)

o Containerizing a .NET Core web application using Docker and
pushing to Azure Container Registry (ACR)

» Running a containerized application in Azure Container

Instance (ACI) and Azure Web App for Containers

e Running a containerized application in Azure Kubernetes
Service (AKS)
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o Deploying Azure DevOps and building a CI/CD pipeline for the
sample e-commerce application

e Managing and monitoring Azure Kubernetes Service (AKS) and other
Azure Monitor capabilities

Starting from an (optional but highly recommended for consistency) ARM template-
based deployment of a lab virtual machine, readers get introduced to the basics of
automating Azure resource deployments using Visual Studio and Azure Resource
Manager (ARM) templates, together with additional Infrastructure as Code concepts like
Custom Script Extension and PowerShell Desired State Configuration (DSC).

Next, readers learn about the importance of performing proper assessments and
what tools Microsoft offers to help in this migration preparation phase. Once the
application has been deployed on Azure Virtual Machines, readers learn about Microsoft
SQL Server database migration to Azure SQL PAAS, as well as deploying and migrating
web applications to Azure Web Apps.

After these foundational platform components, the following chapters will totally
focus on the core concepts and advantages of using containers for running business
workloads, based on Docker, Azure Container Registry (ACR), Azure Container Instance
(ACI), and Web App for Containers, as well as how to enable container orchestration and
cloud scale using Azure Kubernetes Service (AKS).

In the last part of the book, readers get introduced to Azure DevOps, the Microsoft
application lifecycle environment, helping in building a CI/CD pipeline to publish
workloads using the DevOps principles and concepts, showing the integration with
the rest of the already-touched-on Azure services like Azure Web Apps and Azure
Kubernetes Service (AKS), closing the exercises with a chapter on Azure monitoring and
operations and what tools Azure has available to assist your IT teams in this challenge.

Note The Proof of Concept lab scenario is built in such a way that each lab
exercise is building on top of the previous lab exercise in sequence. Given the
dependencies across different labs, make sure you finish each lab exercise
successfully, before continuing on to the next lab.
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Technical Requirements

Before being able to perform the hands-on tasks in this book, make sure you meet each
of the technical requirements:

— Azure subscription with full administrative permissions

— Naming conventions

Azure Subscription

Make sure you have (full administrative) access to an Azure subscription, allowing you
to deploy the different Azure resources being used throughout the exercises. You can use
an Azure free or trial subscription or use any paid subscription.

Signing up for a free/trial subscription can be done from here: https://signup.
azure.com/signup?offer=ms-azr-0044p&appld=10281=en-gb&correlationId=37037FE
60CF76B40251371B40DDF6AB9

Communications policy

If you go through all exercises, estimate an average consumption of 20-30 USD,
assuming you shut down or delete the resources that are no longer in use or required.


https://signup.azure.com/signup?offer=ms-azr-0044p&appId=102&l=en-gb&correlationId=37037FE60CF76B40251371B40DDF6AB9
https://signup.azure.com/signup?offer=ms-azr-0044p&appId=102&l=en-gb&correlationId=37037FE60CF76B40251371B40DDF6AB9
https://signup.azure.com/signup?offer=ms-azr-0044p&appId=102&l=en-gb&correlationId=37037FE60CF76B40251371B40DDF6AB9
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Naming Conventions

Important Most Azure resources require unique names. Throughout the

lab steps, we will identify the naming convention for the given resources as
“ISUFFIX]” as part of resource names. You should replace this with a unique
string, e.g., your own initials, guaranteeing those resources get uniquely named
and not blocking a successful deployment.

Other Requirements

Readers need a local client admin machine, running a recent Operating System, allowing
them to

— Browse to https://portal.azure.comfrom a recent browser.

— Establish a secured Remote Desktop (RDP) session to a lab jumpVM
running Windows Server 2019.

Alternative Approach

Where the lab scenario assumes all exercises will be performed from within a lab

jumpVM (see Chapter 2 on how to get started with this deployment), readers could also

execute (most, if not all) steps from their local client machine, if that is what they prefer.
The following tools are being used throughout the lab exercises:

— Visual Studio 2019 community edition (updated to latest version)
— Docker for Windows (updated to latest version)

— Azure CLI 2.0 (updated to latest version)

— Kubernetes CLI (updated to latest version)

— SimplCommerce Open Source e-commerce platform example
(http://www.simplcommerce.com)


https://portal.azure.com
http://www.simplcommerce.com

CHAPTER 1  INTRODUCTION

Note Make sure you have these tools installed prior to the workshop if you are
not using the lab jumpVM. You should also have full administrator rights on your
machine to execute certain steps in using these tools.

Final Remarks

Due to the continuously evolving nature of Azure, Azure services, the Azure Portal,

and other tools we will be using for the exercises, it might be that some screenshots or
wordings do not match what you will see on your end. We apologize for this already,
although there isn’t much we can do about it. If the differences are too many, it would be
almost impossible to execute the exercises. Please have a look at our GitHub repository
http://www.apress.com/source-code for any updates and errata.

We hope you enjoy the different exercises, learn from them, and find them useful
in your day-to-day job or journey in which you explore Azure capabilities. Do not
hesitate reaching out at peter@pdtit.be or @pdtit (Twitter) in case you have any
questions. We are here to help you making this a successful learning path.


http://www.apress.com/source-code

CHAPTER 2

Prerequisite Lab:
Deploying Your Lab
Virtual Machine

Prerequisite lab: Preparing your (Azure)
environment

What You Will Learn

In this first lab, you prepare the baseline for executing all hands-on lab exercises:
— Logon to your Azure subscription.
— Deploy the lab jumpVM within your Azure subscription.

— Download the required source files from GitHub to the lab jumpVM.

Time Estimate

This lab is estimated to take 45 min, assuming your Azure subscription is already

available.

© Peter De Tender 2021
P. De Tender, Migrating a Two-Tier Application to Azure, https://doi.org/10.1007/978-1-4842-6437-9_2


https://doi.org/10.1007/978-1-4842-6437-9_2#DOI

CHAPTER 2  PREREQUISITE LAB: DEPLOYING YOUR LAB VIRTUAL MACHINE

Task 1: Deploying the lab jumpVM virtual machine using
Azure Portal template deployment

In this task, you start deploying the “lab jumpVM” virtual machine in your Azure
environment. This machine becomes the starting point for all future exercises, as it
has most required tools already installed. The deployment is based on an ARM (Azure
Resource Manager) template in a publicly shared GitHub repository.

1. Once you are logged on to your Azure subscription, select Create
a Resource.

C @& portalazure.com

Microsoft Azure L Search resour

Azure services

+

Create a
resource

2. Inthe Search Azure Marketplace field, type “template
deployment”.

Home » New

New ]

2 template deployment x

Azure Marketplace seeall  Popular

Get started Windows Server 2016 VM
Quickstart tutorial

Recently created

Compute Ubuntu Server 18.04 VM
@ Learn more

MNetworking




CHAPTER 2  PREREQUISITE LAB: DEPLOYING YOUR LAB VIRTUAL MACHINE

3. And select Template deployment (deploy using custom
templates) from the list of Marketplace results, followed by
clicking the Create button.

Home > New >

Template deployment (deploy using custom templates) =

Microsoft

Microsoft

S
W%}

4. This opens the Custom deployment blade. Here, select “Build
your own template in the editor”

Home > New > Marketplace > Everything > Template deployment > Custom deployment

Custom deployment

Deploy from a custom template

Learn about template deployment

@ Read the docs2

,l' Build your own template in the editor

Common templates
K Create a Linux virtual machine
KA Create a Windows virtual machine
(2 Create a web app

B Create a SQL database

Load a GitHub quickstart template

Select a template (disclaimer) @

| Type to start filtering... ~
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5. First, from a second tab in your browser window, go to the
following URL on GitHub, browsing to the source files repository
for this lab, specifically the JumpVM folder:

http://www.apress.com/source-code.

&< > 0O & https://github.com/pdtit/2TierAzureMigration/tree/master/JumpVM

O Search or jump to... Pull requests Issues Marketplace Explore

& pdtit / 2TierAzureMigration

<> Code () Issues Il Pullrequests () Actions  ['] Projects [ Wiki © Security |~

F master +  2TierAzureMigration / JumpVM /

petender update URL for deploytoazure

[Y azuredeploy,json initial template upload
[ bastion-template.json initial template upload
[ configurevm.psi initial template upload
Y readme.md update URL for deploytoazure

10
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6. Select the azuredeploy.json object in there. This exposes the
details of the actual JSON deployment file.

O Search or jump to... Pull requests Issues Marketplace Explore

& pdtit/ 2TierAzureMigration

<> Code (V) Issues I Pull requests () Actions [l Projects [0 wiki O Security [~ Insights

P master - 2TierAzureMigration / JumpVM / azuredeploy.json

petender initial template upload

Aa 1 contributor

216 lines (284 sloc) 6.59 KB

{
"§schema”: "https://schema.management.azure.com/schemas/2019-84-81/deploymentTemplate.jsoni"”,
"contentVersion": "1.8.0.9",
"parameters”: {
"adminUsername”: {
"type": “"string",
"minLength": 1,
"defaultValue”: "labadmin”,
"metadata”: {
"description”: "Username for the Virtual Machine.”

I

"adminPassword": {
“type": "securestring”,
“defaultValue”: "L@BadminPaS5w.rd",
"metadata”: {

“description”: "Password for the Virtual Machine."

11
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7. Click the Raw button, to open the actual file in your browser.

& pdtit / 2TierAzureMigration @umarch = 1 frsae 0 ¥ ok

<> Code (1) Issues I Pullrequests () Actions  [7] Projects (10 wiki O Security |~ Insights Settings

P master - 2TierAzureMigration / JumpVM / azuredeployjson Go to file

o+ petender initial template upload Latest commit 3242¢11 9 minutes ago  ¥5) History

Fa 1 eontributer

216 lines (204 sloc) 6.59 KB Raw pame G & v]

"$schesa™: “htps:/fschess.sansgesent . aiure. con/schemas /2019 -84-81/deployment Teaplate. jicna®,

“mintength®: 1,

“defaultValuoe: ~labadein®,

": “Usernase for the Virtual Machine.”

8. Your browser should show the content as follows:

& O £ https://raw.githubusercontent.com/pdtit/2TierAzureMigration/master/JumpVM/azuredeploy.json

“$schema™: “https://schema.management.azure.com/schemas/2819-84-81/deploymentTemplate. jsonk”,
"contentVersion™: "1.8.8.8",
“parameters™: {
"adminUsername": {

“type": “"string",

“minLength”: 1,

"defaultValue": "labadmin®,

“metadata”: {

"description”: "Username for the Virtual Machine.”

}

"adminPassword": {
“type": “"securestring”,
"defaultValue": "L@BadminPaS5w.rd”,
"metadata”: {
“description™: "Password for the Virtual Machine.®
1
}

|

"variables": {
"imagePublisher": "MicrosoftVisualStudio”,
"imageOffer": "VisualStudio2@l9latest",
"imageSku”: "vs-2819-comm-latest-ws2819",
"0SDiskName "jumpvmosdisk®,
"nicMame"”: "jumpvmnic",
“addressPrefix": "18.1.8.8/16",
"subnetName": "Subnet",
“subnetPrefix”: "18.1.@.8/24",
“vhdStorageType”: "Premium_LRS",
"publicIPAddressName™: "jumpvmip",
"publicIPAddressType™: “static”,
"vhdStorageContainerName™: "vhds",
"wmName": "jumpvm",
“wmsize": “"Standard_D52_V2",
"wirtualNetworkName"”: "jumpvmVNet",
"ynetId”: "[resourceld( Microsoft.Network/virtualNetworks', variables('virtualNetworkName'})]",
"subnetRef": "[concat(variables('wnetId'), '/subnets/', variables('subnetName')}}]",

"vhdStorageAccountName”: "[concat( 'vhdstorage', uniqueString(rescurceGroup().id))]",
"scriptFolder™: ".",
"scriptFileName "config-winvm.psl”,

"fileToBeCopied”: "ExtensionLog.txt”

12
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9. Here, select all lines in the JSON file, and copy its content to the
clipboard.

10. Go back to the Azure Portal. From “the edit template” blade,
remove the first six lines of code you see in there, and paste in
the JSON content from the clipboard.

Home > New *> Marketplace * Everything > Template deployment > Custom deployment > Edit template

Edit template
Edit your Arure Resowrce Manager template

o Add resource P Quickstart template T Load file ¥ Download

{4 Parameters (0) Lq
| Variables (0) g 2 SRS
o 3 “contentVersion”: "1.0.0.@",
0 Resources (0) 4 "parameters”: {},
5 "resources”: []
6 )

11. “The edit template” blade should recognize the content of the
JSON file, showing the details in the JSON Outline on the left.

Home > New > Template deployment (deploy using custom templates) > Custom deployment >

Edit template

Edit your Azure Resource Manager template

+ Add resource T Quickstart template $ Load file i Download
T
by R 2 ma . . azure.com/ mas,. -@4- .jsond"
> {8} Parameters (2) 2 $schema https://schema.management.azure.com/schemas/2819-84-81/deploymentTemplate. jsond™,
4 3 “contentVersion®: “1.8.08.0",
> =] Variables (21) 4 “parameters”: {
~ Bd Resources (5) 5 “adminUsername”: {
= StorageAccount : _t‘flpe : *:Ermﬁ A
= IMicrosoft Storage/storageAccoun sinLangth:: 1, 3
B "defaultValue”: "labadmin®,
?l:?lirlmddrnq ) a9 "metadata”: {
(Micosoft Networ/publicibiddnel “description": "Username for the Virtual Machine.”
«.s VirtualNetwork 11 }
(Micresoft.Network/virtualNetwark 12 },
Networkinterface 13 “adminPassword”: {
(Microsoft Network/networkinterfz | 14 "type”: "securestring”,
15 "defaultValue": "L@BadminPa55w.rd”,
JumpVi a i
>I:I_M. . 16 metadata”: {
(Microsoft.Compute/virtualMachin .
17 “description”: "Password for the Virtual Machine.®
18 }
19 }

12. Click the Save button.
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PREREQUISITE LAB: DEPLOYING YOUR LAB VIRTUAL MACHINE

This redirects you back to the Custom deployment blade, from

where you will execute the actual template deployment, filling in

the required fields as follows:

Subscription: Your Azure subscription
Resource group: Create New/[SUFFIX]-JumpVMRG
Location: Your closest by Azure region

Admin Username: labadmin (this information is picked up from the ARM
template; although you could change this, we recommend you to not do so
for consistency with the lab guide instructions and avoiding any errors
during later deployment steps)

Admin Password: L@BadminPa55w.rd (this information is picked up from
the ARM template; although you could change this, we recommend you to
not do so for consistency with the lab guide instructions and avoiding any
errors during later deployment steps)

Home > New > Template deployment (deploy using custom templates) >

Custom deployment

Deploy from a custom template

TEMPLATE
(11 i
-t Customized template / / o
W5 resources Edit template Edit paramet... Learn more
BASICS

Subscription *

Resource group *

l Azure Pass - Sponsorship v

| (New) PDT-JumpVMRG ~

| PDT-JumpVMRG

Location *
(New) PDT-JumpVMRG
SETTINGS
Admin Username O | labadmin
Admin Password () [ ................

14
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14. When all fields have been completed, scroll down in the blade.
Under the Terms and Conditions section, check “I agree to the
terms and conditions stated above,’” and click the Purchase
button.

TERMS AND CONDITIONS

Azure Marketplace Terms ~ Azure Marketplace
By clicking “Purchase,” | (a) agree to the applicable legal terms associated with the offering; (b) authorize Microsoft to charge or

bill my current payment method for the fees associated the offering(s), including applicable taxes, with the same billing
frequency as my Azure subscription, until | discontinue use of the offering(s); and (c) agree that, if the deployment involves 3rd

party offerings, Microsoft may share my contact information and other details of such deployment with the publisher of that
offering. /

’Z | agree to the terms and conditions stated above

Purchase

15. This sets off the actual Azure resource deployment process.
From the Notifications area, you can get update information
about the deployment.

@) aaddemouser@outlook.... @

AADDEMOUSEROUTLOOK (DEFA... oo

Notifications X
More events in the activity log - Dismiss all \/
mm= Deployment in progress... Running X

Deployment to resource group 'PDT-JumpVMRG' is in progress.

a few seconds ago

15
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16. Ifyou click “Deployment in progress...,” you will get redirected to

the Microsoft Template Overview blade, showing you the details of

each Azure resource getting deployed.

Haome

. Microsoft.Template | Overview »

yme

[[2 Bearch icxi+n ] « & cancel (1 ) Refresh
‘s Overview "
-== Your deployment is underway
B inputs
E Deployment name: Microsaft Template Start time:  8/4/2020, 9:26:23 PM
CHRpS Subscription: Azure Pass ip
Template Resource group:  POT-Jump’

~  Deployment details (Download

Resource Type Status
@ jumpvm Microsaft Compute/virtualMach... Created
@ vhdstoragehnhxwglajsdsg MicrosoftStorage/storageAcco.. OK
@ jumpymnic Microsoft Metwork/netwerkinte... Created
] nhiwglajsdsg Microsaft. Storage/storageAcco..  OK
[/] Microsoft Metwerk/publiclPAdd... OK
[] wmVN et Microsoft Network/virtualNetw.,.  OK

Correlation ID:  badbedf5-2dbe-4358-9e9e-cd667cT16194

Operation details

17. Wait for the deployment to complete successfully. Note this could

take up to 25-30 minutes, because of the custom scripts we
run during the installation process, which you can see from this

detailed view or from the Notifications area.

Notifications

o Deployment succeeded

Deployment ‘Microsoft. Template' to resource group "ADS-JumpVMRG' was

successful.
Go to resource group " Pin to dashboard
by me a few seconds ago

More events in the activity _|‘_395" Dismiss all

18. From the notification message, click “Go to resource group.” (If

you already closed the notification message, from the Azure Portal

navigation menu to the left, select Resource groups.)

16
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Home * Rescurce groups > ADS-JumpVMRG

&) ADS-JumpVMRG =

| € dppdd EEEditcolumns [ Delete resource group ) Refresh =P Move L 2

=2 Subscription ID
S Ouesview 0a407698-c07
=} Activity log

s Access control (IAM)

L 4 Tags
Events A
Settings All types ~ All locations e Ne groupingv
i Quickstart 5 items Show hidden types @
('.: Resource costs NAME TYPE LOCATION
Deployments I;] jumpvm Virtual machine EastUS 2
Policies B jumpvmip Public IP address EastUS 2
iS Properties l jumpvmnic Network interface EastUs 2
8 Locks o jumpvmVNet Virtual network EastUS 2
B2 Autemation script B vhdstoragenSbravdejidhm Storage account EastUS 2

19. Click the jumpvm Azure Virtual Machine resource. This
redirects you to the detailed blade for the jumpvm resource. Here,
click the Connect button.

Home > Resource groups > ADS-JumpVMRG > jumpvm
g jumpvm
Virtual machine

% P start Q' Restart W Stop => Move @ Delete : O Refresh :

Note Because the VM is linked to a “basic” public IP address resource, all
incoming TCPIP traffic is allowed. Therefore, incoming RDP is just working. In a
real-life scenario, this VM would be configured with Network Security Group (NSG)
rules, only allowing specific traffic.

20. From the Connect to virtual machine blade, notice the public
IP address and port 3389. This allows you to establish an RDP
session to the Azure VM. Do this by clicking the Download RDP
File button.

17
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(Note: If your local network blocks direct RDP to Azure VMs,
consider having a look at Azure Bastion, an Azure service
performing HTMLS5 browser-based routing to RDP or SSH-
enabled machines. Specifically for this JumpVM, we offer an ARM
template in the same GitHub repo as the JumpVM: https://
github.com/pdtit/2TierAzureMigration/blob/master/JumpVM/
bastion-template.json.

Connect to virtual machine X

jump

Te connect to your virtual machine via RDP, select an IP address,
optionally change the port number, and dewnload the RDF file.

* |P address

Public IP address (104.46.119.152) A%

* Port number

3389

Download RDP File

21. Open the downloaded RDP file; You are prompted for your
credentials in the next step, provide the VM administrator name
(labadmin) and its password (L@BadminPa55w.rd), which are
the default.

Windows Security

Enter your credentials

These credentials will be used to connect to 13.93.75.106.

labadmin

0000000000000 000 o
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22. From the appearing popup window, set the flag to “Don’t ask me
again for connections to this computer.”

‘_:_ Remote Desktop Connection X

The publisher of this ion can't be identified. Do you want to connect
anyway?

This remote connection could harm your local or remote computer. Do not connect unless you know
where this connection came from or have used it before.

&' Publisher: Unknown publisher
i Type: Remote Desktop Connection
Remaote computer: 104.46.119.152

[ E Don't ask me again for connections to this computer

| Show Details Cancel

23.  Your Remote Desktop session to this Azure VM gets established.

24. A popup message will appear, asking if you want to allow network
discovery; close this popup using the No button.

Networks

=  Network

Do you want to allow your PC to be
discoverable by other PCs and devices
on this network?

We recommend allowing this on your
home and work networks, but not public

ones.

19
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25. Next, “Server Manager” will open automatically. Close this for
now. You will arrive at the desktop.

Task 2: Cloning the setup scripts from GitHub

In this task, you run Git command-line steps, to clone the necessary source files from
GitHub to your lab jumpVM.

1. From the lab jumpVM, open a command prompt.

B Administrator: Command Prompt

Microsoft Windows [Version 10.0.17763.1339]
(c) 2018 Microsoft Corporation. All rights reserved.

C:\Users\labadmin>

2. Run the following command:

git clone http://www.apress.com/source-code

B Administrator: Command Prompt

C:\>git clone https://github.com/pdtit/2TierAzureMigration.git
Cloning into "2TierAzureMigration ...

remote: Enumerating objects: 11, done.

remote: Counting objects: 1@0% (11/11), done.

remote: Compressing objects: 100% (6/6), done.

remote: Total 11 (delta 3), reused 11 (delta 3), pack-reused @
Receiving objects: 100% (11/11), 4.73 KiB | 103.00 KiB/s, done.
Resolving deltas: 100% (3/3), done.

C:\>g
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3. This downloads all lab-related source files to the C drive of the
JumpV}, into the 2TierAzureMigration folder.

" = | Ztierazuremigration = a X
Home  Share  View ~ @
= v 4 » This PC » OSDisk (C) » 2tierazuremigration » v | B Searg
* O name Date madified Type Size
git
JumpVh
SimplCommerce31
WebVM-SQLVM-ARMDeploy
- ® CODE_OF_CONDUCT File
= This PC
i Network
O tinux
>

5 items

Summary

This completes this prerequisite task, in which you deployed a Windows 2019 Azure VM
as Jump server, by using Azure Resource Manager template-based deployment.
You will use this JumpVM for all future exercises requiring “tools” like Visual Studio,

Docker, SQL Server Management Studio, and so on.
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Lab 1: Deploying an Azure
Virtual Machine Baseline
Application Workload

Lab 1: Deploying the baseline virtual machine
environment using an ARM template from within
Visual Studio 2019

What You Will Learn

In this task, you are guided through the definition of an ARM template, which is used

to deploy the baseline virtual machine WebVM and SQLVM topology you need in the
next lab. After you understand the core building blocks within the template, you run the
actual template deployment from within Visual Studio 2019.

Time Estimate

This lab is estimated to take 60 min, assuming your Azure subscription is already
available.
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CHAPTER 3  LAB 1: DEPLOYING AN AZURE VIRTUAL MACHINE BASELINE APPLICATION WORKLOAD

Prerequisites

Note The assumption is this lab will be performed from within the lab jumpVM,
unless you choose to use your own administrative workstation for this. See
Chapter 2 for instructions on how to deploy this VM if needed.

Task 1: Understanding the ARM template building
blocks

The focus of this first task is becoming familiar with the baseline VM deployment for
future labs, using ARM template building blocks. As part of Infrastructure as Code (IAC),
ARM templates can be used to automate the deployment and configuration of Azure-
running resources. Out of this template, you deploy the following Azure resources:

—  Azure Virtual Network “AzTrainingVNET,” with two subnets

— WebVM virtual machine running IIS on Windows Server 2012 R2:
e Azure resources themselves
¢  WebDSC.psl, as part of PowerShell DSC VM Extension
e Customize-winVM.psl, as part of Custom Script Extension

— SQLVM virtual machine running SQL Server 2014 on Windows
Server 2012 R2:

e Azure resources themselves
e SQLDSC.psl, as part of PowerShell DSC VM Extension

e Customize-winVM.psl, as part of Custom Script Extension
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CustomizeWinVM.ps1 CustomizeWinVM.ps1
.T-.a—l WebDSC.psl . —I 5QLDSC.ps1
|, [m;
> WebVM SQLVM
Public|IP Address
FrontEndSubNet BackEndSubNet
VA o\b AZTrainingVNet

1. From the lab JumpVM desktop, launch Visual Studio 2019.
You are prompted with a Welcome popup to authenticate.

Visual Studio

Welcome!
Connect to all your developer services.

Sign in to start using your Azure credits, publish code to a private
Git repository, sync your settings, and unlock the IDE.

Why should | sign in to Visual Studio?

Authenticate across all Azure Active Directories on sign-in

Mo account? Create one!

Not now, maybe later.

25
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2. Click the Sign in button, which will open the Microsoft “Sign in

to your account” window; provide your Azure admin credentials
here.

Sign in to your account

b Visual Studio

e Microsoft
Sign in

aadd sok.com‘ X

No account? Create one!
Can't access your account?

Sign-in options
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3. Wait for Visual Studio 2019 to launch. Select a theme of choice for
the layout of Visual Studio 2019.

Visual Studio

Hello, aaddemouser@outlook.com
aaddemouser@outlook.com
A View your Visual Studio profile
Start with a familiar environment

Development Settings: | General ™

Choose your color theme

: @ Blue i O Blue (Extra Contrast) A
 oq) Visual Studio .| 54 Visual Studio
1 | I
O Dark O Light
e — | ~ i

You can always change these settings later.

Start Visual Studio
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4. Continue to Visual Studio by clicking the “Start Visual Studio”
button.

5. From the “Get started” window, select “Open a project or

solution”

Get started

2 Clone a repository

Get code from an online repository like GitHub
or Azure DevOps

")@ Open a project or solution

Open a local Visual Studio project or .sin file

-, Open a local folder

Navigate and edit code within any folder

"'@ Create a new project

Choose a project template with code scaffolding
to get started

6. Browse to the 2TierAzureMigration folder on the JumpVM, and
select the WebVM-SQLVM-ARMDeploy folder. From here, select
the AzureResourceGroup44.sin file. Click Open.

Note If you don’t have this source files folder, see “Task 2” in Chapter 2 to get
the files.
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o) Open Project/Solution X
- v 4 * Windows (C) » 2TierAzureMigration » WebVM-SQLVM-ARMDeploy » v D Search WebVM-SQLVM-ARMD...
Organize ~ New folder - ™ 9
= Name Date modified Type Size
o Quick access
! 8/4/2020 11:07 PM File folder
B Desktop + Vs / alde
s AzureResourceGroup44 0 11:07 PM File folder
Downloads o
i 25 AzureResourceGroupddsin 8/4/2020 11:07 PM Visual Studio Solution 2KB
= Documents o
= Pictures *
v¢) Microsoft Visual S
File name: AzureResourceGroupdd.sin ~ | All Project Files (.sIn;".dsw;".vew ~
[ Do not load projects i Open Cancel

7. Make yourself familiar with the different files and folders in this
project, using the Solution Explorer view.

Solution Explorer ~ 0
cCo@BEc o a@ , -
Search Solution Explorer (Ctrl+$) 4

afa] Solution 'AzureResourceGroup44' (1 of 1 project)
4 559 AzureResourceGroup44

=B References

a0 CustomScripts

& DsC

a8] azuredeploy.json

a8] azuredeploy.parameters.json

i 4 Deploy-AzureResourceGroup.ps1

4
P
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8. Inshort, these files are doing the following:

File

Purpose

Azuredeploy.json

Azuredeploy.parameters.json

\CustomScripts\
Customize-WinVM.ps1

DSC\SQLDSC.ps1

DSC\WebDSC.ps1

Deploy-AzureResourceGroup.ps1

The actual ARM template deployment file, which creates
the different Azure resources for both WebVM and SQLVM
infrastructure.

The ARM template parameters file.

A PowerShell script, containing specific settings that get
applied to both VMs using PowerShell.

A PowerShell script that is used to customize the installation
and configuration of SQL Server on the SQLVM:

— Format disks.

— Install SQL Server 2017 + mgmt. tools.

— Download simplcommerce.bak from Azure Storage.

— Run SQL database restore.

A PowerShell script that is used to customize the installation
and configuration of IIS web server on the WebVM:

— Install lIS core components + mgmt. tools.

— Install .NET framework 4.5.

— Run silent install of the dotnetcore modules.

A PowerShell script that is used by VS2017 to run the actual
deployment of the ARM template.

9. Select the file azuredeploy.json to open it. This will load the

details in a separate window, showing the JSON Outline for this

ARM template.
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B Bl Bt View Poject Buid Debug Test Anshre Tooh Extensons  Mindow  Help e v [ S —— [+] BT
olg- AP =0 <] Deug - AeyoRU R B Liw Shae m
¥ ansedeployjson ™ x“mw -3
2 Schema - 01-01/daple et . GE- - PP -
% 1 i +
] T parameten (11 2 “$achema®1 “hrtpazl/ — faars o181/ deol tlemplate. {zons”, v - thon Expleses [Ctl+§ F
. X varables (34 1 = I 1.0.0.8%, TTY -5 schution ‘Acureescurceleoupss (1 of 1 project)
g & rescumces ) A B "pa 3 4 5 AzureResourceGroupdd
g = ewtputs 10 Vst ¥pe©: [ ——
b tyd » Customderipts
b aml osc
: 3 ssurvdrslay pon
s LT aurwsepioy panereses: juo
& Deploy ArureesourceGroupoi!
2 i o
24 restring”
2 T £ Sciutice Faplorer
18 12-k2-Datacenter”,
= ! o asuredeplogjion Fia Properties
N . . B
tee, - Advanced
= ; Buid Action Content
3 Copy ta Output Dwsctory D mot copy
3 . - | Mise
oo% - 1 s « * i ot s cur 70
Show outpet o Source Control - Gt - Bk =@
Opening repositories: -
€1 \ITierAzarenigration
depk

Note If the JSON Outline view is not visible, open it from the top menu. Click
View » Other Windows » JSON Outline, to open the JSON viewer.

10. Read through the different files, to become familiar with the
actual Azure resources getting deployed and the core settings
used for this (VNET, subnets) as this will help in understanding
the base VM landscape of our workload.

Task 2: Running an ARM template deployment
from Visual Studio 2019

In this task, you start deploying the “lab jumpVM” virtual machine in your Azure
environment. This machine becomes the starting point for all future exercises, as it has
most required tools already.
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1. From within the Solution Explorer window, select the
AzureResourceGroup44 project, and right-click it; and from the

context menu, select Deploy » New....

New... Deploy

Clear Recent List Validate

i VARV IR A

2. Inthe appearing “Deploy to Resource Group” popup, complete
the following settings:

Deploy to Resource Group X

‘.. St 5 :

. Create Resource Group X

Subscri Signed in as: aaddemouser@outlook.com

|[. Azure -
.Resour Subscription:
| Azure Pass - Sponsorship | ™
bep!o Resource group name:
Bl | [
Temlewm

azure{ | West Europe T ‘ gters...
Artifact

<Autg Create Cancel I

How do | upgrade my deployment script to use Az Powershell?

Loading complete Deploy Cancel
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— Subscription: Your Azure subscription

— Resource group: Create New/[SUFFIX]-VMs - with location the one
closest to your location

— Deployment template: azuredeploy.json

— Template parameters file: azuredeploy.parameters.json

Deploy to Resource Group x

™ Microsoft account
info@pdtit.be

v

Subscription:
Microsoft Az v & . e v

Resource group:
ADS-VMs (East US) .

Deployment template:
azuredeploy json e

Template parameters file:

azuredeploy.parameters.json ¥ || | Edit Parameters... |

_Artifact storage account: ©

stagelas e shae S L0, v

How do | deploy project artifacts with an Azure deployment template ?

| Deploy || Cancel |

3. Before clicking the Deploy button, complete some additional
deployment settings by clicking the Edit Parameters... button.

Basically, the only required change here is providing a new unique
DNS name for the WebPubliclPDnsName parameter:

33



CHAPTER 3

34

LAB 1: DEPLOYING AN AZURE VIRTUAL MACHINE BASELINE APPLICATION WORKLOAD

Edit Parameters

X
The following parameter values will be used for this deployment:
Parameter Name Value
vmstorageType Premium_LRS -
WebVMName WebVM
WebVMAdminUserName  labadmin
WebVMAdminPassword oy (7)
WebVMWindowsOSVersion 2012-R2-Datacenter i
WebPubliclPDnsName ~ |pdtwebvm0508| |
_artifactsLocation <Auto-generated >
_artifactsLocationSasToken <Auto-generated> [

WebPackage https://pdtitlabsstorage.blob.core.windows.net/templates/SimplCommerce/si
SQLVMName SQLVM
SQLVMAdminUserName labadmin
SQLVMAdminPassword ssssssssssssssse
SQLVMSKU Web v
E Save passwords as plain text in the parameters file
Save ‘ l Cancel |

WebVMName: WebVM
WebVMAdminUserName: labadmin

WebVMAdminPassword: L@BadminPa55w.rd (do not alter this
password, as otherwise the customization script later on won't
work)

WebVMWindowsOSVersion: 2012-R2-Datacenter

WebPublicIPDnsName: [suffix]webvim<date> (all lowercase, no
complex characters)

SQLVMName: SQLVM
SQLVMAdminUserName: labadmin

SQLVMAdminPassword: L@BadminPa55w.rd (do not alter this
password, as otherwise the customization script later on won’t
work)
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4. Check the “Save passwords as plain text in the parameters file.”
(Note: This is ok in this lab environment, but not recommended in
production deployments. If this option is not checked, you will get
a PowerShell window appearing, asking you for this administrator

password there.)

5. Once all settings have been completed in the Edit Parameters
popup window, click Save. You are redirected to the “Deploy to
Resource Group” window. Start the actual deployment by clicking
the Deploy button.

Deploy to Resource Group X

B Microsoft account
info@pdtit.be

Subscription:

Microsoft Azues ety e s v
Resource group:

ADS-VMs (East US) v
Deployment template:

azuredeploy.json

Template parameters file:

azuredeploy.parameters.json e

Artifact storage account: ©
stageladh WG e S v

How do | deploy project artifacts with an AZNEI‘“ template ?

I Deploy || Cancel

6. The Azure resource deployment kicks off, which can be followed
from the Visual Studio Output window. (For your info, this
deployment takes about 15-20 min. It might be a good time for
a break.)
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Output

Show output from: PDT-VMs e s ==
23:21:51 - The following parameter values will be used for this operation:
23:21:51 - vmstorageType: Premium_LRS

23:21:51 - WebVMName: WebvM

23:21:51 - WebVMAdminUserName: labadmin

23:21:51 - WebvMAdminPassword: <securestring>

23:21:51 - WebVMWindowsOSVersion: 2@12-R2-Datacenter

23:21:51 - WebPublicI : pdtweb

23:21:51 - _artifactsLocation:

23:21:51 - _artifactsLocationSasToken: <securestring»

23:21:51 - webPackage: al ge

23:21:51 - SQLVMName: SQLVM

23:21:51 - SQLVMAdminUserName: labadmin

23:21:51 - SQLVMAdminPassword: <securestrings

23:121:51 - SQLVMSKU: Web

23:21:51 - Build started.

23:21:51 - Project "AzureResourceGroupdd.deployproj” (StageArtifacts target(s)):

23:21:51 - Project "AzureResourceGroupdd.deployproj” (ContentFilesProjectOutputGroup target(s)):
23:21:51 - Done building project “AzureRescurceGroup4d.deployproj”.

23:21:51 - Done building project "AzureResourceGroupdd.deployproj”.

Qutput

Show output from: PDT-VMs e e E %
e e L T e S TV G P T G TR G o P P L L s
23:22:41 - VERBOSE: 11:22:41 PM - Checking deployment status in S5 seconds
23:22:46 - VERBOSE: 11:22:46 PM - Checking deployment status in 5 seconds
23:22:51 - VERBOSE: 11:22:51 PM - Checking deployment status in 5 seconds
23:22:56 - VERBOSE: 11:22:56 PM - Checking deployment status in 5 seconds
23:23:01 - VERBOSE: 11:23:81 PM - Checking deployment status in 5 seconds
23:23:07 - VERBOSE: 11:23:87 PM - Checking deployment status in 5 seconds
23:23:12 - VERBOSE: 11:23:12 PM - Checking deployment status in 5 seconds
23:23:17 - VERBOSE: 11:23:17 PM - Checking deployment status in 5 seconds
23:23:22 - VERBOSE: 11:23:22 PM - Checking deployment status in 5 seconds
23:23:27 - VERBOSE: 11:23:27 PM - Checking deployment status in 5 seconds
23:23:32 - VERBOSE: 11:23:32 PM - Checking deployment status in 5 seconds

23:23:37 - VERBOSE: 11:23:37 PM - Checking deployment status in 5 seconds

23:23:42 - VERBOSE: 11:23:42 PM - Resocurce Microsoft.Compute/virtualMachines/extensions 'WebVM/Microsoft.Powershell.DsC'
23:23:42 - provisioning status is running

23:23:42 - VERBODSE: 11:23:42 PM - Resource Microsoft.Compute/virtualMachines/extensions 'WebVM/Customize-WinVM' provisioning
23:23:42 - status is running

23:23:42 - VERBOSE: 11:23:42 PM - Resource Microsoft.Compute/virtualMachines ‘WebvM' provisioning status is succeeded
23:23:42 - VERBOSE: 11:23:42 PM - Checking deployment status in 16 seconds

23:23:58 - VERBOSE: 11:23:58 PM - Checking deployment status in 5 seconds

7. While the deployment from Visual Studio is still running, open
your Internet browser, connect to http://portal.azure.com,
and authenticate with your Azure subscription credentials. Go to
Resource groups, and open the [SUFFIX]-VMs resource group
(RG). Here, you can see the different resources getting created.
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m e W LA W

Mome * Resource groups
Resource groups " [4) PDT-VMs  » "
+ add (5 Manage view s s
Hame T
Events i <
Location == (al) ¢ +o Add finer

I+ POT-VMa:

HNo grouping W List view e
Fage w 1

8. From the Resource groups blade, Settings section, click

Deployments.

9. This shows the actual running deployment task.

2 PDT-VMs | Deployments

Resource group
£ Search (Ctrl+ /] | « Refresh

s Overview " il by Sanloarisersl marat OF FEScOforS i She daniowent

Activity log
I_] DEPLOYMENT NAME STATUS LAST MODIFIED DURATION
Access control (IAM)

Tags I

Events

231 O Depioying 8/5/2020, 12:25:42 AM 4 minutes 23 seconds

* ¥

Settings
& Quickstart

© Rescurce costs

LE._EmLumms—l

10. Click the deployment name (e.g., azuredeploy-0804-2321),
which shows you more details about the actual deployment)
process, including the already deployed resources.
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Home > Resource groups » PDT-VMs | Deployments >

. azuredeploy-0804-2321 | Overview #

[ search icien | « delete (S Cancel T} Re (D Refresh
#= Overview .
=== Your deployment is underway
B inputs
n Deployment name: azuredeploy-0804-2321 Start time:  8/5/2020, 12:21:59 AM
= Outputs Subscription: Azure Pass - Sponsorship Correlation ID:  5aB2f1c6-3ce2-4669-9518-a510f6< 73971
POT-VMs
Template Resource group:  POT-V

“ Deployment details (Downlaad)

Resource Type Status Operation details
@ sSQLVM/Microsoft Powershell.DSC  Microsoft. Compute/virtualMach... Created Operation details
@  SOLVM/Customize-WinVM Microsoft Compute/virtualMach... Created Operation details
@ WebVM/Microsoft Powershell.D... Microsoft.Compute/virtualMach... Created Operation details
@ WebvM ize-WinVM Microsoft.C ute/viualMach... Created Operation details
Q webvm Microsoft.Compute/virtualMach... OK Operation details
@ sawm Microsoft. Compute/virtualMach... OK Operation details
@ vmstorageooayw Microsoft. Storage/storageAcco... OK Operation details
@ webVMNetworkinterface Microsoft Network/networkinte..  Created Dperation details
© SOLVMNetworkinterface Microsoft Network/networkinte...  Created Operation details
@ WebPubliciP Microsoft Network/publiclPAdd..  OK Operation details
@ vmstorageooaywbygdpile Microsoft.Storage/storagedcco... OK Operation details
© AzTrainingVNet Microsoft.Network/virtualNetw... OK Operation details

11. Wait for the deployment to complete successfully. This is
noticeable from within the Visual Studio Output window or from
within the Azure Portal Deployment blade you were in before.

Show output from: ADS-VMs v = | = | = | ¥a
21:16:49 - sqlvmAdminPassword SecureString

21:16:49 - sqlvmsku String Standard
21:16:49 -

21:16:49 - Outputs : {}

21:16:49 - Qutputsstring :

21:16:49 -
21:16:49 -
21:16:49 - e —
21:16:49 {—Successfully deployed template 'azuredeploy.json' to resource group 'ADS-VMs'. ]
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Home >

Resource groups > PDT-VMs | Deployments >

. azuredeploy-0804-2321 | Overview =

Deployment

|,0 Search (Ctrl+/) | « [ﬁ] Delete [if Redeploy O Refresh

== Overview

@ Your deployment is complete

B Inputs
) Deployment name: azuredeploy-0804-2321
= Outputs Subscription: Azure Pass - Sponsorship
) Template Resource group: PDT-VMs
v Deployment details (Download)
Next steps
12. Close Visual Studio without saving changes to the project.

13.

To verify all went fine during the deployment of the Azure
resources, as well as the customization and configuration using
PowerShell Desired State Configuration, we will validate if the
e-commerce webshop sample workload is running fine.

From within the Azure Portal, go to Resource groups, and select
the resource group where you deployed the VMs ([SUFFIX]-
VMs). In here, select the WebVM virtual machine by clicking it.
This opens the WebVM detailed blade.
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Home >

Virtual machines »

Microsoft
@ Assign tags [>

+ Add v~ (O Reservations == Editcolumns () Refresh

Subscriptions: 1 of 23 selected — Don't see a subscription? Open Directory + Subscription seti

l vrr‘ | l MSFT ATT Subscription v l I All resource groups
2 items
':’ Name Ty Type Ty Status

(] B squvm
(] B webvm

Virtual machine

Virtual machine

Stopped (deallocated)

Stopped (deallocated)

Home > Resource groups » PDT-VMs | Deployments  aruredeploy-D804-2321 | Overview > PDT-VMs
K2 WebVM 2

& connect [ C mestat [ stop = Move [@ Delete ([ Retresn [ Share 1o motile
B Overview

@ WebVM s not using Mansged Disks. Migrate to Managed Disks to get mare benefits. =+
H Activity log
9
hange) : FOT-VMs Operating system Windows (Windows Server 2012 R2 Datacenter)

Standard D51 v2 (1 vepus. 3.5 GiB memory)

& Lo

£ Diagnose and solve problems.

Settings : adec3Sbe-T4b3-40cf-9390-caBe755947a NS name

2 Networking : displayhame : WebVM

14. Notice the Public IP address of the WebVM resource. Open your
browser and connect to this IP address. After a few seconds, the
SimplCommerce webshop home page should become visible.
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JiCommerce

New products

Square Neck Back Pretty Little Thing T-Shirt with Sleeve Herschel supply

L 8 8 8 &
* Wk ok o

Man collection

~‘m‘a

-

; . 5 .

b o N
: Yo
\ =00 R -

S e
e )’

Herschel supply Herschel supply Vintage Inspired Only Check Trouser

Classic
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15. Backin the Azure Portal, from your WebVM blade (within the
Azure Portal, go to Resource groups, and select the resource
group where you deployed the VMs ([SUFFIX]-VMs). In here,
select the WebVM virtual machine by clicking it. This opens the
WebVM detailed blade), select Overview » Connect.

16.
this WebVM virtual machine.

Click the Connect button, to open the Remote Dekstop session to

VMs > WebVM
* > Connect P QRrestat M Stop =P Move [
- ﬁ ‘WebVM' is not using Managed Disks. Migrate to Managed Disks to g
Windows Security X
Enter your credentials
These credentials will be used to connect to
aztrainingwebvm343 eastus.cloudapp.azure.com.
labadmin
SRS NRNRNORORERN o
MicrosoftAccount\labadmin
D Remember me
More choices
oK Cancel

Del

et n

Connect to virtual machine

RDP S5H
To connect to your virtual machine via RDFP, select an IP address,
optionally change the port number, and download the RDP file,
* |P address

DNS name (aztrainingwebvm343.eastus.cloudapp.azure.com) R
* Port number

3389

Download RDP File

Inbound traffic to the Public IP address may be blocked.
You can update inbound port rules in the VM Networking
page.

i
X

You can troubleshoot VM connection issues by opening
the Diag and solve probl page.

17.

Here, log on with the credentials from the ARM template

(labadmin, L@BadminPa55w.rd) unless you changed those before

the deployment in Visual Studio.
18.

From within the WebVM RDP session’s Start menu, search for

“IIS,” which resolves Internet Information Services Manager.
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Search

Everywhere

® Manager

'ﬁ,' Internet Information Services (1IS)
| Manager

19. Launch Internet Information Services Manager.

Lt Internet Information Services (IIS) Manager

) & » WebVM » Sites »

File View Help

Q-2 I8 J‘ ites
W3 Start Page ) : — 1 =
483 WebVM (WebVM\labadmin) || E" 50 - \gShow All | Group by: No Grouping
L} Application Pools Name * D Status Binding Path
p-a Sites & Default Web Site 1 Started (ht.. *:80 (http) %SystemDrive%\inetpubiwwwroo

20. This deployment has a Default Web Site configured.
Close the Internet browser session on the WebVM.

21. Still from within the WebVM RDP session, start a new RDP
session to the SQLVM (this needs to happen from within the
WebVM, as the SQLVM has no public IP address attached to its
NIC, thus not reachable from the Internet directly), by clicking the
Start button and typing “mstsc”; this finds the Microsoft Remote
Desktop Connection. Launch it.
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mstscl

;’_% Remote Desktop Connection

22. Enter “sqlvm” as computer name; next, click the Connect button.

23.

& Remote Desktop Connection

Remote Desktop
»* Connection

Computer:  |sqlvm

User name: labadmin

You will be asked for credentials when you connect.

[-|o] x |

~ Show Options Connect

Help

Provide the following credentials to authenticate:
User: labadmin

Password: L@BadminPa55w.rd
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Enter your credentials
These credentials will be used to connect to sqlvm.

labadmin

Use another account

24. And click OK to continue.

25. When prompted with “The identity of the remote computer
cannot be verified” error, select “Don’t ask me again for
connections to this computer.”

The remote computer could not be authenticated due to problems with its
security certificate. It may be unsafe to proceed.

Certificate name

_ 5 Name in the certificate from the remote computer:
SQLvVM

Certificate errors

The following errors were encountered while validating the remote
computer's certificate:

/I The certificate is not from a trusted certifying authority.

Do you want to connect despite these certificate errors?

Don't ask me again for connections to this computer

View certificate... Yes l ‘ No
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26. Click Yes to open the RDP session. Wait for the desktop of the
SQLVM to load completely.

27. From the Start menu of the SQLVM, search for “SQL
management,” which will resolve a list of keywords and
applications. Here, select Microsoft SQL Server Management
Studio 18.

Search

Everywhere +
sql management‘
Microsoft SQL Server
Management Studio 18

_ L Server 2014 Mar
X studio

U

28. From SQL Server Management Studio, the “Connect to Server’
popup opens. Provide the following information:

— Server type: Database Engine
— Server name: SQLVM

— Authentication: SQL Server Authentication
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of ConnecttoServer X

SQL Server

Sarver ype lnumau Engire v |
Buthentication [Weridows Ashersication v

29. Click Connect to open the SQL Server connection.

30. Validate the SimplCommerce database object is available under
the Databases section of the server.

_4¢ Microsoft SQL Server Management Studio (Administrator)
File Edit View Debug Tools Window Help

= |{ﬁ > 1~ & w‘ J%NEWQUEI}' o b e |

Object Explorer
Connect~ ¥ ¥ Y& M

= @ SQLVM (SQL Server 12.0.5687.1 - sa)
-
3 System Databases
[+ Database Snapshots
# i@ SimplCommerce
Security
Server Objects
[+ Replication
[+ Always On High Availability
Management
% SOL Server Agent (Agent XPs disabled)
XEvent Profiler
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31. Open the SimplCommerce database, by clicking the “+” in front
of the name; browse to Tables and click the “+” again here. This
opens a list of all tables within this database. Here, browse to dbo.
Catalog Product and select it.
32. Next, right-click this table, to open the context menu. Here, select
“Edit Top 200 Rows.”
Object Explorer v X
Connect~ ¥ *if VS
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= @ SQLVM (SQL Server 12.0.5687.1 - sa)

= Databases
System Databases
| Database Snapshots
= @ SimplCommerce
Database Diagrams

= Tables
+ System Tables
FileTables
# EH dbo._EFMigrationsHistory
+ R dbo.ActivityLog_Activity
BR dbo.ActivityLog_ActivityType
# BB dbo.Catalog_Brand
# ER dbo.Catalog_Category
= . Cacios bkt
BR dbo.Catalog_P New Table...
# R dbo.Catalog_P Design
BH dbo.Catalog P Select Top 1000 Rows
B dbo.Catalog P E it Top 200 Rows
# R dbo.Catalog_P

ER dbo.Catalog_P Script Table as

B dbo.Catalog_P View Dependencies
BH dbo.Catalog P Memory Optimization Advisor

H EH
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33. This shows a list of products in our sample e-commerce

application.

SQLVM.SimplComme....Catalog_Product -+ x_

Id Name Slug MetaTitle MetaKey
Il Lightweight Jac... lightweight-jac... NULL NULL
2 Lightweight Jac... lightweight-jac... NULL NULL
3 Lightweight Jac... lightweight-jac... NULL NULL
- Lightweight Jac... lightweight-jac... NULL NULL
5 Lightweight Jac... lightweight-jac... NULL NULL
b Lightweight Jac... lightweight-jac... NULL NULL
7 Lightweight Jac... lightweight-jac... NULL NULL
8 Esprit Ruffle Shirt  esprit-ruffle-shirt NULL NULL
9 Herschel supply  herschel-supply  NULL NULL
10 Only Check Tro... only-check-tro... NULL NULL
1 Classic Trench ... classic-trench-... NULL NULL
12 Front Pocket Ju... front-pocket-ju... NULL NULL
13 Vintage Front Pocket Jumper Lire.. NULL NULL
14 Shirt in Stretch ...  shirt-in-stretch... NULL NULL
15 Pieces Metallic ... pieces-metallic... NULL NULL
16 Converse All St... converse-all-st... NULL NULL
17 Femme T-Shirt ... femme-t-shirt-i... NULL NULL

34. This confirms the deployment of the SQL Server VM was

successful.

This completes the task.

Summary

In this lab, you started with deploying an ARM template from within the Azure Portal,

deploying a lab jumpVM virtual machine in Azure.
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In the next task, you learned how to deploy a more complex Azure environment,
again using an ARM template, where deployment was executed from within Visual
Studio 2017/2019, using ARM templates to deploy Azure resources, as well as relying on
Azure VM PowerShell DSC and Custom Script Extensions to fine-tune the configuration
of the WebVM and SQLVM virtual machines.
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Lab 2: Performing
Assessment of Your
As-Is Situation

Lab 2: Performing assessment of your as-is
situation

What You Will Learn

In this second lab, you focus on performing the necessary assessment phase in your
simulated “on-premises” application landscape, by using Microsoft assessment tools:

— Microsoft Data Migration Assistant (DMA)

— Azure App Service Migration Assistant

Time Estimate

This lab is estimated to take 30 min, assuming your Azure subscription is already
available and you successfully completed Lab 1, in which you deployed the baseline
setup with the WebVM and SQLVM.

Prerequisites

Make sure you completed the ARM scenario deployment from Lab 1 before starting this
exercise, as it is continuing on the infrastructure deployed out of that lab.
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CustomizeWinVM.ps1 CustomizeWinVM.ps1

WebDSC.psl . SQLDSC.psl
m m
Q — WebVM sQlvMm

Public|IP Address

FrontEndSubNet BackEndSubNet

£o o\ AZTrainingVNet

Task 1: Running a SQL Server assessment using Data
Migration Assistant

In short, you will perform the following tasks:
1. Install the Azure Data Migration Assistant on the WebVM.
2. Perform an assessment of the to-be-migrated database.
In this task, you download and install the Azure Data Migration Assistant.

1. Connect to the WebVM virtual machine using RDP, by selecting
the WebVM from the Virtual machines section in the Azure Portal
followed by selecting Connect.

Home > Virtual machines > WebVM

' WebVM

Virtual machine

Jo |Search (Ctrl+)) « > Connect P> Start ©
- 'WebVM' is not using Man
L1 Overview o :
= Activity log Resource group (change)

AzureDeveloperSeriesRG
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In the Connect blade, click Download RDP File. Once
downloaded, open the file. This will start the Remote Desktop,
asking for credentials. Here, select “Use a different account” and
provide the following credentials:

User account: labadmin

Password: L@BadminPa55w.rd

Windows Security X

Enter your credentials

These credentials will be used to connect to
aztrainingwebvm343.westus.cloudapp.azure.com.

labadmin

D Remember me

More choices

PIN
peter@pdtit.be
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3. When you are prompted for a certificate security warning, select
Don’t ask me again... and click Yes to continue.

Q,: Remote Desktop Connection X

[’0 The identity of the remote computer cannot be verified. Do you
\ want to connect anyway?

The remote computer could not be authenticated due to problems with its
security certificate. It may be unsafe to proceed.

Certificate name

» Name in the certificate from the remote computer:
WebVM

Certificate errors

The following errors were encountered while validating the remote
computer's certificate:

‘L. The certificate is not from a trusted certifying authority.

Do you want to connect despite these certificate errors?

Don't ask me again for connections to this computer

View certificate... Yes No

4. Once logged on to the desktop of the WebVM, open the browser,
and search for Azure Data Migration Assistant download, or
connect directly to the following URL: www.microsoft.com/en-
us/download/details.aspx?id=53595.
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& https://www.microsoft.com/en-us/download/details.aspx?id=53595

Important! Selecting a language below will dynamically change the complete page content to that language.

- e EngIISh

Data Migration Assistant (DMA) enables you to upgrade to a modern data platform by
detecting compatibility issues that can impact database functionality on your new
version of SQL Server. It recommends performance and reliability improvements for
your target environment. It allows you to not only move your schema and data, but
also uncontained objects from your source server to your target server.

@ Details

@ System Requirements

@ Install Instructions

5. Once the download is complete, launch the
DataMigrationAssistant.msi. Click Next to continue.

=. Thank you for downloading Microsoft® Data Migration Assistant v5.2

If your download does not start after 30 seconds, click here to download manually
Installation note:
In the following Install Instructions, please start at the step after the mention of clicking the Download button.

@ Install Instructions

ﬂ DataMigrationAssist....msi

Scanning for viruses
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Welcome to the Microsoft Data Migration
Assistant Setup Wizard

The Setup Wizard will install Microsoft Data Migration Assistant
on your computer. Click Next to continue or Cancel to exit the
Setup Wizard.

.

Back Net | | Cancel

6. Acceptthe license terms agreement, click Next, and confirm
by clicking the Install button. Wait for the install to complete
successfully.
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] )

Completed the Microsoft Data Migration
Assistant Setup Wizard

Click the Finish button to exit the Setup Wizard.

&

[ Launch Microsoft Data Migration Assistant Back ‘ Finish Cancel

7. To open the DMA tool, select “Launch Microsoft Data Migration
Assistant.”

8. From Data Migration Assistant, select the + on the side to launch
anew “Assessment” scenario.
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B

New

Project type

@ Assessment

Migration

Project name

Assessment type

Database Engine

Source server type

SQL Server

Target server type

Azure SQL Database

Create

9. We start by running an assessment. Complete the wizard with the

following parameters:

— Project type: Assessment

— Project name: assess

— Assessment type: Database Engine

— Source server type: SQL Server

— Target server type: Azure SQL Database

And confirm these options by clicking “Create.”
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10. This launches the Data Migration Assistant selection window.
Here, click Next to continue.

Data Migration Assistant |;|£-

< InitAssessment

1 Options 2 Select sources 3 Review results

Select report type

[::3} Check database compatibility
o

1 Nscover migration blocking issues and deprecated features by analyzing databases you choose in your source server to be migrated to SQL Database

. C:% Check featur
.l L 1 Discover uns

| Benefit from new features (coming soon..)

discover new SQL Database features that are applicable to the databases in your source once migrated to SQL database platform

11. We now need to connect to our source SQL Server. Therefore,
provide the following information in the wizard:

— Server name: sqlvin

— Authentication type: Windows Authentication
— Username: labadmin

— Password: L@BadminPa55w.rd

Also flag both options “Encrypt connection” and “Trust server
certificate.”

»d or partially-supported features and functions that your applications may rely on. Get guidance around these areas that may need some
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Connect to a server X

Connect to a server and select sources

Server name

sglvm v
Authentication type
‘ Windows Authentication v

Connection properties

Encrypt connection
Trust server certificate

SQL Server permissions

To run the selected advisor(s), credentials used to
connect to a source SQL Server instance must be a
member of the sysadmin server role.

12. Click Connect to continue. This brings up the sources list.

< Add sources X

Connect to a server and select sources

Zl sglvm

[7‘ SimplCommerce

13. Select SimplCommerce as source database, and select Add, to
add this database to the list.
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Data Migration Assistant

& initassessment
1 Options v 2 Select sources
ﬁ Add sources @ Remove sources

Name

v sqlvm (SQL Server 2014) (1)

SimplCommerce

14. Next, click the “Start Assessment” button. This runs the
assessment and should take a few minutes to complete. Take note
of the several recommendations under Unsupported features
and Partially supported features.

Data Migration Assistant
€ initassessment

1 Options e 2 Select sources ” 3 Review results

{®) QL Server feature parity
Compatibiity issues Azure SQL Database

Q sqlvm / SOL Server 2014

Featu: ity (1
@ sqvm uume purtty ()

SQL Server Reporting Services is not supported in Azure...

= Unsupported features (1) Details

SQL Server Reporting Services N/A i
SOL Server Reporting Services s a solution that customers deploy on their own

b Partilly-supported features (0 premises for creating. publishing, and managing reports, then delivering them to
d the right users in different ways, whether that's viewing them in web browser, on
their mobile device, or as an email in their inbex.

Install Rep Services and Reporting services d, on an Azure virtual
machine.

Use Azure SOL Database as the data source,

Upload to Azure Migrate
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15. Once you are familiar with the reported features, you can close

Data Migration Assistant.

This completes the task in which you deployed and ran Data Migration Assistant to
validate compatibility of your source SQL Server database with Azure SQL target.
In a next lab, you will reuse this tool to perform the actual database migration.

Task 2: Running a web server assessment using Azure
App Service Migration Assistant

In short, you will perform the following tasks:
1. Install the Azure App Service Migration Assistant on the WebVM.
2. Perform an assessment of the to-be-migrated web application.

In this task, you download and install the Azure App Service Migration Assistant. We
are using the WebVM directly in this lab, but you can run this from any Windows Server
in the same network as the WebVM virtual machine, meaning you don’t have to install it
on the web server VM itself.

1. Connect to the WebVM virtual machine using RDP, by selecting
the WebVM from the Virtual machines section in the Azure Portal
followed by selecting Connect and authenticating with labadmin
and L@BadminPa55w.rd as credentials.

2. From within the WebVM, open an Internet browser, and connect
to the following URL to download the latest version of the Azure
App Service Migration Assistant:

https://appmigration.microsoft.com/
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[« BN pmigration microsoft.com| b4

m Microsoft App Service Migration Home Assess Download Readine ecks Partners

Migrate to Azure App
Service

Assess any app with an endpoint scan. Download the Migration Assistant and start your .NET and
PHP app migration to Azure App Service.

Assess Download

Provide a public URL to assess to start your

For internal .NET and PHP apps, download the
Migration Assistant.

migration process.

Start your assessment by entering a public facing endpoint to scan.

https://  Assess your site by entering a public URL m

3. Click the Download option, to get redirected to the download
page. Here, continue with clicking the Download button.
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Download the Migration Assistant

Migration Assistant

&>

4. Once downloaded, launch the AppServiceMigrationAssistant.
msi, which will configure a shortcut on the desktop.

B

AppService...

5. Launch the AppServiceMigrationAssistant. This brings up a five-
step scenario. Select Step 1 “Choose a Site”; here, notice it has
found one site, “Default Web Site.”
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File View Help

Choose a Site
Assessment Report
Login to Azure
Azure Options
Hybrid Connection

Migration Results

6. Select “Default Web Site” and click Next to continue.

7. Thisresults in a detailed assessment report of the web

CHAPTER 4  LAB 2: PERFORMING ASSESSMENT OF YOUR AS-IS SITUATION

@ Thisappis

ing with A

Start

This tool lets you migrate your on-premises app to Azure App Service

Sites Found

1

Select a site below and continue to the next step to see an assessment.

@ | Default Web Site

application. Browse through this report to become familiar with

the gathered information.

Assessment Report for 'Default Web Site'

Success Warning

130 0A

~

Name

. Success (13)

ISAP Filters.

Global Modules

TCP Ports

Protocols

Location Tags

Single Application Pocl

Authentication Type

Virtual Directories

PHP Versions

Site Content Size

Configuratian Errors

Certificates

Application Pocl Identity

Error
o>

Description

Checks if the site i using ISAPI filters not standard in App Service,

Checks for global modules not standard in App Service.

Chacks for TCP port bindings not supported in App Service

Checks for protocols net supported in App Service

Checks for location tags in applicationHost.config

Checks for multiple application pool uzage by site.

Checks for authentication types not supported on App Service

Checks for virtual directories not compatible with App Service

Checks for unsupported PHP configurations

Checks if the site content is too large for automatic migration

Checks for errars in the BS configuration

Checks to see if application is using HTTPS

Checks to see if application pool is running as a user supported by App Service

Details

Mo unsupported ISAPI filters were detected

Mo unsupported global modules were detected.
Mo unsupported port bindings were found

Mo unsupported protocols wene found

Mo unsupported location tags were feund.

The site is using & single application pool

Mo unsupported authentication types were found
Mo incompatible virtual directaries were found.
Mo issues found.

The site content is ok

Na configuration ermors were found

The application does not use HTTPS

The site’s application gool is running as a supponed
user,
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8. Notice we have no errors nor warnings.

9. Leave this web app migration tool open for now, as you will
reuse it in a following chapter to perform the actual web app
migration. If you close it, you will need to run part of the
assessment again later.

This completes the task in which you installed and ran the App Service Migration
Assistant tool, to identify compatibility and supportability issues of your existing web
application workload, when being migrated to Azure Web Apps.

Summary

In this lab, you deployed the Data Migration Assistant as well as the App Service
Migration Assistant, to validate your existing e-commerce application environment,
being compatible with Azure Platform as a Service, as part of the assessment phase of
your migration project.

In the next labs, you will reuse these tools to perform an actual migration of the
SQL Server database to Azure SQL, as well as migrating the web application to Azure
Web Apps.
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CHAPTER 5

Lab 3: Deploying an
Azure SQL Database and
Migrating from SQLVM

Lab 3: Deploying an Azure SQL database
and migrating from SQLVM

What You Will Learn

In this lab, you perform a migration from a SQL 2014 database running on the SQLVM to
SQL Azure PaaS, using the SQL Data Migration Assistant (DMA), following these steps:

— Deploy a new Azure SQL Server instance.
— Authenticate to SSMS on the SQLVM virtual machine.
— Run the database migration wizard from within DMA.

— Verify the successful migration of the SQL database from the
VM to Azure.

— Update the connection strings on the WebVM web application to
point to the SQL Azure database instead of the on-premises one
on SQLVM.

— Optional: Migrate the database using SQL Server
Management Studio.
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Time Estimate

This lab is estimated to take 60 min, assuming your Azure subscription is already

available.

Prerequisites

Make sure you completed Lab 1 and Lab 2 before starting this lab scenario, as it is
building up on those.

Scenario Diagram

v

CustginizeWinVM.ps1 CustomizeWinVM.psl
[ E.l'-l Web;.psl 5-‘11 SQLDSC.psl
@ > WebVM sQLVM
Public IP Address
___ FrontEndSubNet | BackEndSubNet \
e e AZTrainingVNet

Task 1: Deploying a new Azure SQL Server instance

In this task, you start deploying a new Azure SQL Server instance from within the Azure
Portal, allowing you to migrate a database to it in the next task.

1. From within the Azure Portal “Search resources, services, and
docs (G+/),” enter “SQL servers.” From the list of results, select
SQL servers.
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= Microsoft Azure £ sql serveq
Home > Services See all
New B sQL Server registries

B SQL servers

I/O azure sql — B sQl databases

KB virtual machines

2.  Click “Create a new SQL Server” or click the “+Add” button

in the top menu. This launches the Create SQL Database
Server deployment blade.

Home > SQL servers >

Create SQL Database Server

Microsoft

Basics | Networking Additional settings Tags  Review + create

SQL database server is a logical container for managing databases and elastic pools. Complete the Basic tab, then go to

Review + Create to provision with smart defaults, or visit each tab to customize. Learn more @

3. Complete the different deployment settings as follows:
Basics tab:

— Server name: [suffix]sqlazure[date], for example, pdtsqla-
zure0508 (capitals are not allowed)

— Server admin login: labadmin

— Password: L@BadminPa55w.rd

— Confirm password: L@BadminPa55w.rd
— Subscription: Your Azure subscription

— Resource group: Create New/[SUFFIX]-SQLAzureRG

— Location: Same Azure location as where you deployed the WebVM

and SQLVM
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Note Although we define the same server admin credentials as the SQLVM SQL
Server instance, these can be completely different in reality. We decide to define
it this way for ease of the lab scenario. Same goes for the SQL Azure resource
location, which can be any of the available Azure regions worldwide, irrelevant
from where your SQL Server virtual machine is running today.

Home > SQL servers >

Create SQL Database Server

Microsoft

Basics  Networking Additional settings Tags  Review + create

SQL database server is a logical container for managing databases and elastic pools. Complete the Basic tab, then go to
Review + Create to provision with smart defaults, or visit each tab to customize. Learn more &

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

Subscription * (O | Azure Pass - Sponsorship v |
Resource group * @ | (New) PDT-SQLAzureRG ' |
Create new

Server details

Enter required settings for this server, including providing a name and location.

Server name * | pdtsqlazure0508 v |

.database.windows.net

Location * [ (Europe) West Europe s |

Administrator account

Server admin login * | labadmin v |
Password * | ................ \/ |
Confirm password * | --------------- . ‘/l
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Networking tab

— Allow Azure services and resources to access this server:
switch to “Yes.

Home > SQL servers >

Create SQL Database Server

Microsoft

Basics  Networking  Additional settings Tags  Review + create

Configure networking access for your server.

Firewall rules

Allow Azure services and resources to C Yes No )

access this server (D

— We won’t use the Additional settings tab for now.

4. Confirm the creation of the Azure SQL Server by clicking the
“Review + create” button.

[ < Previous ] ‘ Next : Additional settings >

5. Validate the deployment summary, and confirm by clicking
Create.
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72

Create SQL Database Server

Microsoft

Basics Networking Additional settings Tags  Review + create

Product details

SQL Database Server Estimated cost per month
by Microsoft

No additional charges
Terms of use | Privacy policy

Terms

By clicking "Create”, | (a) agree to the legal terms and privacy statement(s) associated with the M
same billing frequency as my Azure subscription; and (c) agree that Microsoft may share my cont
not provide rights for third-party offerings. For additional details see Azure Marketplace Terms. [£

Basics

Subscription MSFT ATT Subscription
Resource group PDTSQLAzureRG
Server name pdtsqlazure1708
Server admin login labadmin

Location West Europe
Networking

Allow Azure services to access server Yes

Additional settings

Enable advanced data security Not now

.

l < Previous Download a template for automation
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6. Wait for the deployment to complete.

B pdtsqlazure0508 »#

t Mew Synapse QL pool [data warehouse evet password  —% Move  [§] Delete 0 Feedback

abadmin

pdtsglazuredS08 database windows net

Settings 'S

ah Quick start Notifications (0)  Features (6)
®  Failover groups
e @D ooty (4 Perdormance (1) Recovery (1)
& Manage Backups
".)‘ Active Directory admin G Advanced data security % Automatic tuning
-
o centrally manage identity and access Maor t ally
e SOL databases. opt

NOT CONFIGURED CONFIGURED ®
'3 Auditing @  Failover groups 0 Transparent data encryption
Track da vents and wiites them 1o an audit anrectivity Encryption at rest for your databases, backups, and
g fogs
NOT CONFIGURED NOT CONFIGURED SERVICE-MANAGED KEY &

7. Once the Azure SQL Server has been deployed successfully, we
can create a new database, by clicking the “+ Create database”
button from the top menu. From here, we will define two settings,
the database name and the database size:

— Database name: [suffix]sqlazuredb

— Compute + storage: Standard S0, 10DTUs, 250 GB storage
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Home > pdtsqglazure0508 >

Create SQL Database

Microsoft

Basics  Networking  Additional settings Tags  Review + create

Create a SQL database with your preferred configurations. Complete the Basics tab then go to Review + Create to
provision with smart defaults, or visit each tab to customize. Learn more &

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

Subscription © Azure Pass - Sponsorship

: Resource group 0] PDT-SQLAzureRG

Database details

Enter required settings for this database, including picking a logical server and configuring the compute and storage
resources

Database name * pdtazuredb

Server (O pdtsqlazure0508 (West Europe)
Want to use SQL elastic pool? * O O Yes @ No

Compute + storage * () Standard SO

10 DTUs, 250 GB storage

8. To modify the Compute + storage settings, click “Configure
database.”
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Home > pdtsglazure0508 > Create SQOL Database >

Configure

7 Feedback

General Purpose
Scalable compute and storage options
£ Looking for basic, standard, premium?

500 - 20,000 10FS
2-10 ms latency

Compute tier

Hyperscale

On-demand scalable storage

500 - 204,800 IOPS
1-10 ms latency

Provisioned
Compute resources are pre-allocated
Billed per hour based on vCores configured

Compute resources are auto-scaled
Billed per second based on vCores used

Serverless

Compute Hardware

Click "Change configuration” to see details for all hardware generations available including memary optimized and compute optimized options

Hardware Configuration Gen5

up to 80 vCores, up to 408 GB memory

Change configuration

Save money

Save up 1o 55% with a license you already own. Already have a SQL Server license? 0]
C' Yes @ No

vCores How do vCores compare with DTUs? i

O

2 4 6 8 10 12 14 1%

9. Select “Looking for basic, standard, premium?”

Home ureQ506 » Create SOL Database
Configure
2 Feadback
Basic Standard Premium
For less demanding wodondt For workboads mh Typeis DO manie sderements For 10 wbeaiove workloads
DTUs What 2 2 01U
(o}

Data max size

viore-based pus b
Click here 10 customide your performance using vones
1005 @
250 GB
Cont o B i 150 127
[ T—— * 10
rsmuan cost s wosm e
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10. Define 10 (S0) for DTUs, and keep the Data max size to 250 GB
(know the sample database is about 50 Mb in size, but data size
isn’t really impacting cost within the same allocated DTU size).

11. Click “Next: Networking”; notice you can’t make any changes
to the firewall or networking settings here. We will make the
necessary changes once the database has been created.

12. Click “Next: Advanced Settings”; accept the default settings as is.

Home > pdtsqlazure0508 >

Create SQL Database

Microsoft

Basics  Networking | Additional settings | Tags  Review + create

Customize additional configuration parameters including collation & sample data.

Data source
Start with a blank database, restore from a backup or select sample data to populate your new database.

Use existing data * @ Backup Sample)

"1

Database collation

Database collation defines the rules that sort and compare data, and cannot be changed after database creation. The
default database collation is SQL_Latin1_General_CP1_CI_AS. Learn more &

Collation * O SQL_Latin1_General_CP1_CI_AS

Find a collation

Advanced data security

Protect your data using advanced data security, a unified security package including data classification, vulnerability
assessment and advanced threat protection for your server. Learn more [&

Get started with a 30 day free trial period, and then 12.6495 EUR/server/month.

. e .
Enable advanced data security * (O (_Start free trial (sl now J
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13. Confirm the creation of the database by clicking the “Review +
create” button. Validate the configuration settings, and confirm
by clicking “Create.”

Home >
. Microsoft.SQLDatabase.newDatabaseExistingServer_f5ffa30f59764518 | Overview =
Deployment
|2 search (Ctri+p ] « te (O Cancel () Refresh
fe Overview © We'd love your feedback! =
B2 Inputs
Outputs -=« Your deployment is underway
Template Deployment name: Microsoft SQLDatabase.newDatabaseExistingSe...  Start time: 8/5/2020, 10:34:26 PM

g

Correlation ID: bT66785f-95a2-40d0-83d2-¢a540075441%

Subscription: Az
Resource group: PO

G

~ Deployment details (Download)

Resource Type Status Operation details
9 pdtsglazure0508/pdtazuredb Microsoft.Sql/servers/databases  Accepted Operation details
@ pdtsglazure0508 Microsoft Sql/servers oK Operation details

14. Wait for the creation to complete. Once completed, click the
“Go to resource” button, which redirects you to the SQL Azure
database blade.

Home > Microsoft SOLDatabase newDatabaseExistingServer_{SHa30859764518 | Overview

»

& pdtazuredb (pdtsqlazure0508/pdtazuredb)

] Detete * Connectwith. 7 Feedback

B Overview - Resource groug fchange) : POT-SOLAZureRG v o
E Activity log Online

> Mest Euroy
& Tags

& Disgnose and saive problems
asee3 49¢1-9390-caB6675594Ta
& Quick start

Click here to add tags

B Guery editor (oreview)

15. Here, we will modify the firewall settings, to allow the WebVM
to connect to the Azure SQL Server database later on. Click “Set

server firewall”,
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16. Under Rule name, Start IP, and End IP, enter the following
parameters:

— Rule name: allow_webVM.

— Start IP: Enter the public IP address of the WebVM virtual
machine.

— End IP: Enter the public IP address of the WebVM virtual

machine.
Client IP address 5.148.105.110
Rule name Start IP End IP
|[ allow_webVM ¢| | 137.116.222.152 ¢| [ 137.116.222.152 o oo

Note The reason we have the WebVM [P address here is because we will run the
SQL database migration from this server.

17. Save your settings.

This completes the first task, in which you deployed an Azure SQL Server instance
and a new database. You also configured the necessary firewall settings to allow
communication between the WebVM virtual machine and the Azure SQL Server.

Task 2: Performing a SQL database migration from a SQL
virtual machine to SQL Azure, using SQL Data Migration
Assistant

In this task, you perform a SQL database migration from within a SQL virtual machine
to SQL Azure. This approach is known as a lift and shift database migration, since no
structure or data will be changed during the actual migration. Continuing on the path of
the Azure migration tools available, you will use the Azure Data Migration Assistant you
used earlier in the assessment phase to perform the actual migration.
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Open an RDP session to the WebVM virtual machine (using the

same steps as described in the previous lab).

Once you are logged on to the WebVM RDP session, launch Data

Migration Assistant (from a shortcut on the desktop or Start

menu).

Data Migration Assistant

Get started here
+ New

Use + to create a new project.

Welcome to Data Migration Assistant

Click “+”, to create a new project.

Provide the following parameters:

Project type: Migration

Project name: SQLMig

Source server: SQL Server

Target server: Azure SQL Database

Migration scope: Schema and data
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>

New

Project type
Assessment

@ Migration

Project name

sqlmig

Source server type

SQL Server V

Target server type

Azure SQL Database

Migration scope

Schema and data

Create

5. Click the Create button to start this project.

6. This opens the SQL migration dashboard; in Step 1, complete
the following parameters to connect to the source server:

— Server name: sqlvim
— Authentication type: Windows Authentication
— Encrypt connection: Yes

— Trust server certificate: Yes
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sqlmig

1 Select source 2 Select target

Connect to source server

Server name

l sqlvm w l
Authentication type

Windows Authentication v |

Connection properties

Encrypt connection

Trust server certificate

Source SQL Server permissions

Credentials used to connect to source SQL
Server instance must have CONTROL SERVER
permission.

7. This will detect the SimplCommerce SQL database running on
the SQLVM. Since you already executed the assessment in the
previous lab, deselect the option to assess database. Click Next to
continue to the next step.

Select a single database from your source server to migrate to Azure SQL Database.
If you skip assessing the databases before migration, DMA will not be able to detect the specific schema objects that may fail to deploy on the
Skip this option if you have already done the assessment and addressed the objects with breaking changes prior to the migration.

MName Compatibility Level | Assess database before migration?

8. In Step 2, complete the following parameters:

— Server name: SQL Azure server name ([suffix]sqlazure.data-
base.windows.net)

— Authentication type: SQL Server Authentication
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— Username: labadmin
— Password: L@BadminPa55w.rd
— Encrypt connection: Yes

— Trust server certificate: Yes

>

sglimig

1 Select source v 2 Select targe

Connect to target server

E’j‘ Create a new Azure SQL Database...

Server name

pdtsglazure0508.database.windows.r

Authentication type

SQL Server Authentication v

SQL Authentication credentials

Username

labadmin

Password

Connection properties

Encrypt connection
Trust server certificate

Target Azure SQL Database permissions

The principal used to connect must have
CONTROL DATABASE permission on the
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9. This detects the SQL Azure database instance you created earlier.

Select a single target database from your target Azure SQL Database server. If you intend to migrate Windows users, make sure the target exte

Target external user domain name

Name Compatibility Level

®  pdtazuredb 150

10. Click “Next” to continue.

11. This brings you to Step 3. By default, all tables are selected, which
is ok for our scenario.
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B

sglmig

Data Migration #

84

1 Select source v 2 Select target v 3 Select objects
Source database Target database Assessment issues
SimplCommerce pdtazuredb No collected objects wi
sglvm pdtsqglazure0508.database.windows.net No collected objects wi

Select the schema objects from your source database that you would like to migrate to Azure SQI

- Tables

dbo._ EFMigrationsHistory
dbo.Activitylog_ Activity

| dbo.ActivityLog_ActivityType
dbo.Catalog_Brand
dbo.Catalog_Category

Ii] dbo.Catalog_Product
dbo.Catalog_ProductAttribute
dbo.Catalog_ProductAttributeGroup
dbo.Catalog_ProductAttributeValue
dbo.Catalog_ProductCategory
dbo.Catalog_ProductLink
dbo.Catalog_ProductMedia
dbo.Catalog_ProductOption
dbo.Catalog_ProductOptionCombination
dbo.Catalog_ProductOptionValue
dbo.Catalog_ProductPriceHistory

[] dha Catalon ProductTamnlata

-
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12. Click the “Generate SQL Script” button.

=3 sqimig

Migration

A1 1 Selectsource 2 Select target e

3 Select objects ' 4 Script & deploy schen 5 Select tables 6 Migrate data

No selected objects with blocking ssues
20508 database windows.

Th; script was generated for the selected schema objects. Review the script. make edits if necessary, and click “Deploy schema® to deploy to Azure SQL Database. Any selected users were not
zcripted; these will be migrated separately upon c

ng “Deploy schema.” SOL logins associated with selected users will be recreated with strong, randem passwords. You will need to change

Generated script
ssue N Nextissue [ Save [y Copy
HA ema M ation Deployment Script F v 5 0 10:10:34 PM *essases 7
b Paymen ] ipt Da 120 32 PH savess)
GO
SET QUOTED IDENTIFIER ON
o

IF NOT EXISTS (SELECT " FROM ays.objocts WHERE
BEGIN
CREATE TABLE

cbject_id OBJECT_ID(N' [dbo] . [Paye

rl') AND type in (H'U"})

Migrate data

13. To run the actual migration, starting with the database schema,
click “Deploy schema.”
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Deployment results (21 commands executed, 0 err...

/™ Previous error \/ Next error E Export

Executed 16 of 612: SET QUOTED_IDENTIFIER ON
o
Command executed successfully.

Executed 17 of 612: IF NOT EXISTS (SELECT * FROM...
o
Command executed successfully.

Executed 18 of 612: IF NOT EXISTS (SELECT * FROM...
o
Command executed successfully.

Executed 19 of 612: /****** Object: Table [dbo].[Co...
o
Command executed successfully.

Executed 20 of 612: SET QUOTED_IDENTIFIER ON
o
Command executed successfully.

Executed 21 of 612: IF NOT EXISTS (SELECT * FROM...
o
Command executed successfully.

14. Wait for this step to complete successfully. This should take only a
few minutes.

15. Lastly, click the “Migrate Data” button to start the actual
database content migration. This will first show a list of tables;
make sure all tables are selected here to not miss any data.
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[
Migration

sqlmig

1 Select source " 2 Select target v 3 Select objects v 4 Script & deploy s’ 5 Select tables 6 Migrate data

pta.
pdtsglazure0 508 database windows.net

Select the tables containing data you would ke to migrate to Azure SOL Database. Microsoft strongly recommends that you tempaorarily change your Azure SOL Database to performance level
P15 during the migration process for the optimal migration expenence.

O Lean more about performance tiers

Selected tables (84/84)

| | Table name Row count Ready to move
[#]  |dboliActivityLag_Activity) 3 oK
[#]  |dboliActivitylog ActivityTypel 1 oK
[#]  dboliCataiog Brand) 3 ok
[#]  |dbelicataiog Category] & oK
[¥]  IdboliCatalog Product] 26 oK
[#]  |dbo]|Catalog ProductAttribute] 0 oK
[#]  |dboliCatatog ProductttributeGroup] 0 oK
[#]  |dbo]iCatalog ProductAttributeValue] 0 oK

16. And confirm, by clicking the Start data migration button.

sglmig
1 Selectsource 2 Select target v 3 Select objects e 4 Script & deploy sch” 5 Select tables v 6 Migrate data
g ® ® ar o Source databune Target databuse
Server objects In-prEgmi Suo(ij\nl Wam?ngs Fiih(? | $Ir.np Comme Ddf“‘_-lledb o
sqhvm pdtsglazure0508. database.windows.net
= Tables (84)
Status Table name Migration details
@ [dbcliActivitylog Actvity] Migration successtul, Duration: O hrs 0 mins § secs
[ [dbo] | ActivityLog_ActivityType| Migration successtul. Duration: 0 hrs 0 mins 3 secs
(] [dbe]{Catalog Brand] Migration successful. Duration: 0 hrs 0 mins 4 secs
] [dbol[Catalog Categery] Migration successful. Duration: O hrs 0 mins 3 secs
] |dbe] [Catalog Praduct] Migration successful. Duration: O hrs O mins 5 secs
(] [dboliCatalog ProductAnribute] Migration successful. Duration: 0 hrs 0 mins 4 secs

17. Wait for this process to complete successfully; this should only
take a few minutes, given the rather small-sized sample database.
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18. Once complete, close the Data Migration Assistant, without
saving the changes.

19. Return to the Azure Portal, and browse to the SQL Azure
database that just got migrated. From the SQL database blade,
select “Query editor (preview).”

Home > Microsoft.SQLDatabase.newDatabaseExistingServer_{f5ffa30f59764518 | Overview >

o pdtazuredb (pdtsqlazure0508/pdtazuredb) =

SQL database

|/O Search (Ctrl+/) | « @ Copy ) Restore $ Export 0 Set server firewall ﬁj[ Delete
& Overview = Resource group (change) : PDT-SQLAzureRG
B Activity log Status : Online
9 Tags Location : West Europe
Subscription (change) : Azure Pass - Sponsorship
ﬁ Diagnose and solve problems
Subscription ID : adcc356¢-74b3-49¢f-9390-ca86e7559d7a
& Quick start
Tags (change) : Click here to add tags

£ Query editor (preview)

20. Enter the SQL Azure administrative credentials you defined
earlier (default = labadmin and L@BadminPa55w.rd).

SQL

Welcome to SQL Database Query Editor

SQL server authentication Active Directory authentication
Login * -
- Continue as aaddemouser@outlook.com
‘ labadmin ‘
OR
Password *
I ............... .I ¢]
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21. You are prompted with another security warning; although you
are connecting from the browser, the SQL server and database
connection is “seen” as a SQL connection (port 1433) and not an
HTTPS (port 443) connection. Therefore, you need to add your
client IP to the list of firewall exceptions, similar to what you did
for the WebVM.

SQL server authentication

Login *

labadmin

Password *

LA AR AL L LR R AL L] \/

@ Cannot open server 'pdtsqlazure0508'
requested by the login. Client with IP address
'5.148.105.110" is not allowed to access the server.
To enable access, use the Windows Azure
Management Portal or run sp_set_firewall_rule on
the master database to create a firewall rule for
this IP address or address range. It may take up to
five minutes for this change to take effect.

Set server firewall (pdtsqglazure0508)

22. Click “Set server firewall” [suffixsqlazure].

Home > Microsoft.SQLDatabase.newDatabaseExistingServer_f5ffa30f59764518 | Overview >

Firewall settings
pdtsqglazure0508 (SQL server)

] save X Discard |+ Add clientIP
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23. Click “+ Add client IP,” which automatically detects your own
client public IP address (JumpVM or your own Internet public IP
address if running this from your own machine).

Client IP address 5.148.105.110

Rule name Start IP End IP

| | I
|

| \ ClientlPAddress_2020-8-... ] [5“148“105“110

see

|
[ 5.148.105.110

allow_webVM 137.116.222.152 137.116.222.152 oo

24. The Rule base got updated with your ClientIPAddress rule; save
the changes.

25. From the Azure Portal breadcrumbs link, select the SQL Azure
database.

Home > Microsoft. 5OLDatabase newDatabaseExistingServer_f5ffa30f59764518 | Overview * pdtazuredb (pdtsqlazure0508/pdtazuredb) | Query editor (preview) >

@ Firewall settings \
pdtsqlazured508 (SQL server
I:l ! -+ Add client IP
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26. This brings you back to the SQL Azure database connection blade.
Click OK to set up the connection. This is successful this time.

Home > Microsoft.SQLDatabase.newDatabaseExistingServer_f5ffa30f59764518 | Overv

P pdtazuredb (pdtsqlazure0508/pdtazuredb) | C

SQL database

|,O Search (Ctrl+/) l « ,Q Login —|— New Query ’T‘ Open query
Overview - )

pdtazuredb (labadmin) "
E Activity log
L Tags

0 Showing limited object explorer here. For

"{'9 Diagnose and solve problems full capability please open SSDT.

&5 Quick start

»° Query editor (preview) > [ATables
> [ Views

Power Platform
> [9stored Procedures

Power Bl (preview)

27. Click the “>” sign left to Tables, to open the list of tables in the
database.
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) Query 1
pdtazuredb (labadmin) 0 ——
> Run D Cancel query
@ showing limited object explorer here. 1

For full capability please open SSDT.

Vv [HTables
> B dbo.__EFMigrationsHistory
> B dbo.ActivityLog_Activity
> EH dbo.ActivityLog_ActivityType
> E dbo.Catalog_Brand
> BH dbo.Catalog_Category
> EH dbo.Catalog_Product

> B dbo.Catalog_ProductAttribute :
> EH dbo.Catalog_ProductAttributeGr - Edit Data (Preview)

> E dbo.Catalog_ProductAttributeVa - -~ |} Search to filter items...

28. From the list of tables, select dbo.Catalog Product. Click the
ellipsis (the three dots) next to it, to open the context menu.
Here, click “Select Top 1000 Rows.” This adds a new query2
item and runs it. The following shows the actual content of the
products table more.
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Query 1 Query 2

D run [ cancel quer < Save query < Exportdataas s §8 Show only Editor

1 SELECT TOP (1@@@) * FROM [dbo].[Catalog_Product]

Results  Messages

£ Search to filter items...

Id Name Slug MetaTitle Metake
1 Lightweight Jacket ightweight-jacket

2 Lightweight Jacket M Black ightweight-jacket-m-black

3 Lightweight Jacket M Gray ightweight-jacket-m-gray

4 Lightweight Jacket L Black ightweight-jacket-I-black

5 Lightweight Jacket L Gray ightweight-jacket-l-gray

6 Lightweight Jacket 5 Black ightweight-jacket-s-black

? Query succeeded | 8s

29. This confirms the SQL Azure database is running as expected and
confirms a successful migration once more.

Task 3 (Optional): Using SQL Server Management Studio
to migrate from SQLVM to a SQL Azure instance

1. Ifyour DBA team is familiar with SQL Server Management Studio,
know they can keep using this tool to perform the actual SQL
database migration as well. To use this method, open an RDP
session to the WebVM (labadmin and L@BadminPa55w.rd).
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2. Next, from within the RDP session of the WebVM, open a second
RDP session to the SQLVM machine (remember, the SQLVM has
no public IP address, not making it reachable from the outside) by

running mstsc.exe from the Start menu.

3. Asserver name, type “SQLVM”. (Since both virtual machines are
in the same Azure Virtual Network and subnet, the server name
resolution works.). Click Connect.

Windows Security -

Enter your credentials
These credentials will be used to connect to sglvm.

labadmin

SESSBRRBRBRNES

Domain:

= Connect a smart card

[«] 2

["|Remember my credentials

OK Cancel

4. Provide the local admin credentials of the SQLVM virtual

machine:

— labadmin

—  L@BadminPa55w.rd
And confirm with OK.

5. Once you are logged on to the SQL Server virtual machine
(notice the SQL Getting Started shortcut on the desktop), click
the Start button. Start typing “18”; this will resolve several
management tools available on the server. Notice Microsoft SQL
Server Management Studio 18.
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Search

Everywhere

Microsoft SQL Server
Management Studio 18

Database Engine Tuning Advisor

Select it to start the SQL Server Management Studio 18 console.

Once opened, you are asked for server connection information.
Provide the following settings:

— Server name: SQL Azure server name ([suffix]sqlazure<date>.

database.windows.net
— Authentication: SQL Server Authentication
— Login: labadmin

— Password: L@BadminPa55w.rd
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SQL Server

| Database Engine
|pdtsdam0503.databasa windows Net

| SQL Server Authentication

|Iubudmin

|| Remember paseword!

| Conmect | Cancel || Hep

Note The reason this connection succeeds from an “internal” SQLVM that is

not internet-facing is because we set the “Allow Azure services and resources to
access this server” on SQL Azure level during the initial deployment. In a real-life
scenario, you would need to configure the SQL Azure firewall and virtual network
settings to allow hybrid connectivity between your on-premises infrastructure and
SQL Azure, integrating with Site to Site VPN or ExpressRoute Networking.
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Click Connect to log on to this SQL Server instance.

Object Explorer v B X
Connect~ ¥ ¥ ¢ W
= ,_U pdtsqglazure0508.database.windows.Ngg
= Databases
c: System Databases
= [ pdtazuredb
C Database Diagrams
Tables

2 System Tables

2 External Tables

* GraphTables

+ [ dbo._ EFMigrationsHist ,
+ EH dbo.ActivityLog_Activity
+ EH dbo.ActivityLog_Activity
+ [ dbo.Catalog_Brand

+ EH dbo.Catalog_Category
+ EE dbo.Catalog_Product

+ EE dbo.Catalog_ProductAtt
+ EF dbo.Catalog_ProductAtt
+ f# dbo.Catalog_ProductAtt
+ [ dbo.Catalog_ProductCa
+ EF dbo.Catalog_ProductLin

In order to have a connection to the SQLVM database instance,
we need to add another connection. From the SQL Server
Management Studio console, click File » Connect Object
Explorer. In the Connect to server popup that appears, this time
provide the server credentials from the SQLVM:

— Server name: sqlvin

— Authentication: Windows Authentication
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98

9.

10.

SQL Server
Servertype v]
Server name: v|
Authentication: Lyl
User name |SQL\J"M\Iabadnin v

[[] Remember password

| Comect || Cancel || Hep || Options>> |

Click the Connect button. (If you get an unsuccessful connection
error because of certificate chain not trusted, click the Options
button and select to Trust Certificate.)

The Object Explorer shows a successful connection to both
databases now. If you open the Databases level, you should see
the SimplCommerce database.

Object Explorer v 1 x
Connect~ ¥ ¥ = 7 & W
= E]j pdtsqlazure0508.database.windows.Net
# [ Databases
# [ Security
# [ Integration Services Catalogs
=] E SQLVM (SQL Server 12.0.5687.1 - SQLV|
# [ Databases
# [ Security
# [ Server Objects
# [ Replication
# [ Always On High Availability
# [ Management
3 SQL Server Agent (Agent XPs disable|
+ XEvent Profiler
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11. The next step is running the actual migration of the database.
Therefore, select the SimplCommerce database on the SQLVM,
right-click it, select Tasks, and select Deploy Database to
Microsoft SQL Azure Database.

Object Explorer >+ 31X

Connect = ! x* o e

= 13 pdtsqlazure0508.database.windows.Net
2 Databases

C Security
c Integration Services Catalogs

= @ SQLVM (SQL Server 12.0.5687.1 - SQLVI,
= Databases

# System Databases
i Database Snapshots

- . Ml New Database...
G Security
¥ Server Objects Ne‘_” 2100
. Replication Script Database as _
© 1 Always On HigH  Tasks d Detach...
E Management Policies ’ Take Offline

#3 SQL Server Agel  Facets

+ 1¢] XEvent Profiler Bring Online
Start PowerShell Data Discovery and Classification »
Azure Data Studio b Vulnerability Assessment »
Reports *| Shrink »
Ezrl‘:tr:e Back Up...
Restore »
Refresh

Ship Transaction Logs...

Properties
Generate Scripts...

Generate In-Memory OLTP Migration Checklists
Extract Data-tier Application...

Deploy Database to Microsoft Azure SQL Database...
Export Data-tier Application...

Register as Data-tier Application...
Upgrade Data-tier Application...
Delete Data-tier Application...
Import Flat File...

Import Data...

Export Data...

Copy Database...

Manage Database Encryption...

12. Click the Next button when you see the Introduction step
showing up.
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5 Deplo_y Database 'SimplCammerte‘ I;'i-

|
\ﬂ Introduction

Deployment Settings
Deploy Database to Microsoft Azure SQL Database
Summary
Results This wizard will help you to deploy your database to Microsoft Azure SQL Database. You may also use

this wizard to deploy a Microsoft Azure SOL Database to a local instance of SOL Server, or to move a
database from one instance of Microsoft Azure SQL Database to another.

To deploy your database you will need to:
» Have your Microsoft Azure SQOL Database account information.

» Check the results of the operation.

To begin the operation, click next.

13. Inthe Deployment Settings, provide the Server connection by
clicking the Connect button. Provide the following details here:

— Server connection: <your SQL Server in Azure>[suffix]
sqlazure<date>.database.windows.net

— SQL Authentication (+provide credentials labadmin and
L@BadminPa55w.rd)

— New database name: SimplCommerce
— Edition of Microsoft SQL Database: Basic
— Max DB size: 2 GB

— Service Objective: Basic
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‘ﬁ Deployment Settings

Introduction '@ Help
ment Settings

Summary Specify Target Connection

Results Specify the name of the instance of SQL Server or the Microsoft Azure SQL Database server that

will host the deployed database, name the new database, and then click Connect to login to the
target server.

Server connection:

Ipdisqlazureosoa (labadmin) |

MNew database name:

[SimpICom merce |

Microsoft Azure SQL Database settings

Edition of Microsoft Azure SQL Database: Basic v
Maximum database size (GB): Iz v |
Service Objective : IB“ic v |
Other settings

Temporary file name:

|C:\Users\labadmin\AppData\Loca NTemp\2\SimplCommerce- 2020080 5225130.b4 Browse...

14. Read through the settings in the summary step. Click the Finish
button to start the actual move process.

Exporting database

Name Status
{7 Extracting schema In Progress
i | Extracting schema from database In Progress
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15. Wait for this process to complete - this should only take a few
minutes.

5 | Deploy Database ‘AdventureWorks'

\{)‘ Results

Introduction

Deployment Settings

Summary @ Operation Complete
|__ Name

3 Exporting database
2 Extracting schema
)é Extracting schema from database

16. Once completed, close the migration window.

17. This completes the task of migrating a SQL Server database to SQL

Azure using SQL Server Management Studio.

Task 4: Defining a hybrid connection from a WebVM

to an Azure SQL database

1. To complete our hybrid cloud migration, we will now update

the Connection strings settings in the appsettings.json file of our
WebVM web application. This information can be retrieved from

the SQL database settings in the Azure Portal. From within the
SQL database detailed blade, browse to Connection strings

under the Settings section.
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Home > Microsoft SOLDatabase newDatabaseExistingServer_f5fal0fS9764518 | Overview

& pdtazuredb (pdtsqlazure0508/pdtazuredb) | Connection strings

SQL database

B Search (Ctrl+/ L3

8 o - ADONET | JDBC ODBC PHP Go
verview

ADO.NET (SOL authentication)

E Activity log

Server=tcpipdtsgl 508.datab v net,1433;Initial Catalog =pdtazuredb;Persist Security Info=False:User ID=labadmin;Password =
fyour_ dl;MultipleActiveResultSets = False:Encrypt=True:TrustServerCertificate=False:.Connection Timeout=30;

® Tags

& Diagnose and solve problems

&b Quick start ‘
& Query editor (preview)

Download ADO.NET driver for SOL server

Power Platform
Power Bl (preview)
ol Power Apps (preview)

o Power Automate (preview)

Settings
@ configure

®  Geo-Replication

& Connection strings

2. Leave this information on screen, or copy it into a temp text file,
as you will need to copy parts of the ADO.NET connection string
information into the web server’s web.config file.

3. Goback to the WebVM virtual machine Remote Desktop session
(or open it again when you already closed the WebVM RDP
session).

4. Browse to the IIS web server folder that has the web
application content:

c:\inetpub\wwwroot\

Open the file appsettings.json with Notepad.
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Home Share View W o
© -7 [l » This PC » Windows (C}} * inetpub * wwwroot » v Cr] | Search wwwroot »
i Favorites Name - Date modified Type Size s
B Desktop notr 9/1/2U019 1119 AM tile tolder
|3 Downloads b uk 9/1/2019 11:19 AM File folder
24 Recent places I uz-Cyd-UZ 9/1/2019 11:19 AM  File folder .
I uz-latn-UZ 9/1/2019 11:19 AM  File folder L}
A This PC b vi 9/1/2019 11:19 AM File folder .
| Views 9/1/2019 11:19 AM File folder
w Network | wwwroot 9/1/2019 11:19 AM File folder
J. zh-CN 9/1/2019 1119 AM  File folder
}. zh-Hans 9/1/2019 11:199 AM  File folder
| zh-Hant 9/1/2019 11:19 AM File folder
__| appsettingsjson 9/1/2019 10:09 AM  JSON File 2}
4 BouncyCastle Crypto.dll 2/8/2019 250 AM  Application extensi... 2722}
4 Braintree.dll 1/28/2019 5:28 PM Application extensi... 491 ¢

5. Go to the section that starts with “ConnectionStrings”.

File Edit Format View Help E
{ “ConnectionStrings™: { "DefaultConnection™: “"Server=tcp:sqlvm,1433;Initial Catalog=simplcommerce;Persist Security Info=False;User -
ID=sa;Password=L@BadminPaS5w.rd; MultipleActiveResultSets=False;Encrypt=True; TrustServerCertificate=True;Connection Timeout=6@;"
//"DefaultConnection™: "Servers(localdb)\\mssqllocaldb;DatabasesSimplCommerce;Trusted_ConnectionsTrue;MultipleActiveResultSetsstrue™

}, “Authentication® : { “Facebook”: { “Appld“: "1716532845292977",  “AppSecret”: “dfecedlaed19b7bBaf23fI62alf87fIs" 1},

6. Replace the following settings with the parameters from the
connection string information in the Azure Portal:

— Server=tcp:sqlvm=>: Change the sqlvm to <Azure SQL server
name>, nopsqlus.database.windows.net in our example.

— Uid=sa =>: Change the sa account to labadmin.

Save the changes to the appsettings.json file.

File Edit Format View Help

{ "ConnectionStrings”: { "DefaultConnection”: "Server=tcp:pdtsqlazuredSe8.database.windows.net,1433;Initial ~

Catalog=pdtazuredb;Persist Security Info=False;User

ID=1abadmin;Password=L@BadminPa55w. r‘d_.Hultiplaﬂctive!tusult&nts False; En:rypt Trus Tr‘ustSer"varCsr‘tificate False Canne:tioﬂ Ti.mwut 3@,,

AUtRentication - Facebook | T : 1 8 5 h FE g
"ClientId™: "58382578BB49- Sgulumdtrd5g!319goeiqt6pnibgqlq apps. googleusmontent com”, ClientSccret

"XBxTiuNEUFEYFIEFINFWOFIA™ }, "Jwt™: { "Key": "veryVerySecretKey", "Issuer”: "SimplCommerce”,

"AccessTokenDurationInMinutes”: 3@ }}, "Logging”: { “IncludeScopes”: false, “LoglLevel”: { “Default™: "Warning™ }}, "Serilog”: {

"MinimumLevel™: { "Default”™: "Warning” }, “WriteTo": [ { “Name": "RellingFile”, “Args™: { “pathFormat”: “logs
‘\\log-{Date}.txt", "outputTemplate"”: "{Timestamp:yyyy-MM-dd HH:mm:ss.fff zzz} [{Level}] [{Sourc.(onnxt}] [{EventId}] {Mﬂngl}
{MewLine}{Exception}” 1 } 1, "Enrich": [ “"FromLogContext", “WithMachineName", "WithThreadId" ]} }
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From the Start screen on the WebVM, open a command
prompt, by typing “CMD".

Search

Everywhere

cmd|

— 1 Command Prompt

In the command prompt, run the following command, to restart
the IIS web server service:

iisreset /noforce

-] Administrator: Command Prompt l;li-

chrosoft Windows [Version &6.3.9600]
2013 Microsoft Corporation. All rights reserved. -

C:\Users~labadmin>ilisreset “noforce

Attempting stop

Internet services successfully stopped
Attempting start.

Internet services successfully restarted

CisUsers™slabadminy_

To prove that the web application is now connected to the Azure
SQL database, let’s shut down the SQLVM. From the Azure
Portal, navigate to Virtual machines, and click the SQLVM virtual

machine.

From the SQLVM detailed blade, click the Stop button in the top
menu. Wait for the notification message, telling you the VM has

shut down.
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Home > Virtual machines > SQLVM
g SQLVM
- Virtual machine
) &* Connect P St Qo tart B Stop | = Move [ Delete C) Refresh
B Geriicw - o Advisor (1 of 2): Enable virtual machine backup to protect your data from corruption and accidental de

11. To testif the web application is now connected to the Azure
SQL database, browse to the website from within the WebVM'’s
browser, connecting to localhost.

12. The website should load successfully and show you the product

catalog list.
B Home Page - SimplCommerce X + I;Ii-
€ C @ localhost % O

Slmp CO m m e rce Search here All Categories '”n f

WOMAN MAN~ SHOES WATCHES

New products
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13. Ifyoureceive an error message in the browser, similar to the
following screenshot, it means there is something wrong with
the SQL database connection. Verify your settings again in the
appsettings.json file, and run IISreset again from the command

prompt.

@ HTTP Error 500.30 - ANCM In-Pre X

&« - C @ localhost

HTTP Error 500.30 - ANCM In-Process Start Failure

Common causes of this issue:

¢ The application failed to start
s The application started but then stopped

¢ The application started but threw an exception during startup

Troubleshooting steps:

¢ Check the system event log for error messages
* Enable logging the application process' stdout messages

» Attach a debugger to the application process and inspect

For more information visit: https.//go.microsoft.com/fwlink/?LinkID=2028265

14. This completes this lab.

Summary

In this lab, you learned how to deploy an Azure SQL Server resource, as well as how

to migrate a SQL database using Azure SQL Data Migration Assistant and/or the SQL
Server Management Studio 18. You updated the IIS web server appsettings.json file and
validated the web application is now running in a hybrid setup.
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CHAPTER 6

Lab 4: Deploying an
Azure Web App and
Migrating from WebVM

Lab 4: Deploying an Azure Web App and migrating
from WebVM

What You Will Learn

In this lab, you will publish your dotnetcore application source code to an Azure Web
App, out of Visual Studio 2019, sometimes described as “right-click publish.”

In a second task, you will continue on the path of the Azure App Service Migration
Assistant, running the actual web application migration from within that tool to a
different Azure Web App.

In a later lab exercise, you will deploy the same web application using DevOps
concepts.

Time Estimate

This lab is estimated to take 45 min in total.

Prerequisites

Make sure you completed Labs 1, 2, and 3 before starting this exercise.

109
© Peter De Tender 2021

P. De Tender, Migrating a Two-Tier Application to Azure, https://doi.org/10.1007/978-1-4842-6437-9_6


https://doi.org/10.1007/978-1-4842-6437-9_6#DOI

CHAPTER 6  LAB 4: DEPLOYING AN AZURE WEB APP AND MIGRATING FROM WEBVM

Scenario Diagram

CustomizeWinVM.ps1 CustomizeWinVM.ps1
= 1 WebDSC.ps1 —1  sQLDSC.psi
d N,
@ > WebVM sawvm

Public IP Address

______FrontEndSubNe ! BackEndSubNet/
' :\ AZTraifingVNet

.‘

& —

(

Task 1: Publish an ASP.NET project to Azure Web Apps
from Within Visual Studio 2019

1. Logon to the lab jumpVM virtual machine (for your information,
credentials labadmin and L@BadminPa55w.rd), or your own
developer workstation, having Visual Studio 2019 with the latest
updates running.

2. From the lab jumpVM, browse to the folder that holds
the GitHub downloaded source files (default location =
C:\2TierAzureMigration).

3. Here, open the subfolder “SimplCommerce31”; this folder
contains all necessary coding files for the SimplCommerce
webshop application we are using.
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» This PC » OSDisk (C:) » 2tierazuremigration

~

£ D Name Date modified
git 09/08/2020 22:45
JumpVM 09/08/2020 22:45
SimplCommerce31 09/08/2020 22:47
WebVM-SQLVM-ARMDeploy 09/08/2020 22:45
¥/ CODE_OF_CONDUCT 09/08/2020 22:45

Note This folder contains more source files than what we need in this lab, but
don’t delete those, as you will use some of those in the labs coming.

4. Open the file SimplCommerce.sln, which should open your
Visual Studio 2019 development environment.

Solution Explorer ~ 1
QB[S @ ||'u| L=
Search Solution Explorer (Ctrl+$)

f3] Solution 'SimplCommerce’ (46 of 46 projects)

p Solution Items
4 src
4 Database
P Modules
b SimplCommerce.Infrastructure
b &1 SimplCommerce.WebHost

|4 test

5. Under the SimplCommerce.WebHost solution, notice the

appsettings.json file.
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Solution Explorer >
comE-| -5 @ u|F=
Search Solution Explorer (Ctrl+$)

P SimplCommerce.Infrastructure
4 ] SimplCommerce.WebHost
&p Connected Services

=i’ Dependencies

iy Properties

ﬁ@ wwwroot

Extensions

IdentityServer

Migrations

Modules

(- - I - I - ]

[-}]

Temps
Themes
Views
> £T appsettings.json

o
o

-}

4
4
4
4
4
P
4
d
4
g

[-}]

g libman.json

P ¢* MigrationSimplDbContextFactory.cs
g modules.json

P ¢* Program.cs

b €* Startup.cs
D tempkey.rsa

6. Open this file in the Visual Studio editor.

Schema: https://json.schemastore.crg/appsettings

1 B{

2 B “"ConnectionStrings": {

3 “DefaultConnection”: “Server=,;Database=SimplCommerce;Trusted_Connection=True;MultipleActiveResultSets=true"”
4 }s

5 B “Authentication™ : {

6 = "Facebook" : {

7 “AppId" : “1716532045292977",

8 "AppSecret” @ "dfece@laed919b7b8af23f962a1f87F95"

9 }s

1e B "Google" : {

11 “"ClientId" : "583825788849-8g42lumdtrd5g3319go@iqtbpn3lggly. apps.geogleusercontent.com”,
12 "ClientSecret" : "X8xTiuNEUFEYFiEFfiNrWOfI4"

13 }

14 1

15 = “Logging": {

16 "IncludeScopes": false,

17 B "LogLevel": {

18 "Default™: "Warning"

19 }

2 a2
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7. In order to make our webshop work, we need to update the
database connection string from the current SQLite configuration
to the SQL Azure database connection string.

8. From the Azure Portal, browse to the SQL Azure database you
migrated earlier ([suffix]azuredb), and open its Connection

strings settings.

& SimplCommerce (pdtsqlazure0508/SimplCommerce) | Connection strings b

| ADONET | JDBC ODBC PHP Go

W Activity log ADONET (SQL authentication)

® Tags Server=tcppdtsqlazure0508 database windows.net, 1433 Initial Catalog=SimplCommerce Persist Security Info=FalseUser ID=labadmin;Password=
2 {your_passwordiMultipleActiveResultSets = False;Encrypt=TrueTrustServerCertificate = False:Connection Timeout=30;
Diagnase and solve problems

& Quick start

B Query editor (preview)

Power Platform Download ADD.NET driver for SOL server

Pawer BI (preview)
el Power Apps (preview|
w2 Power Automate (preview)
Settings
@ configure
® Geo-Replication

& Connection strings

9. Copy the ADO.NET connection string, and replace the
DefaultConnection parameter in the appsettings.json file as
shown in the following example.

appsettings;eon = >« | N —

Schema: http: 5¢ g/
1 3{
2 = “ConnectionStrings®: {
/f"DefaultConnection™: “Servers.;DatabasesSimplCommerce;Trusted_ConnectionsTrue;MultipleActiveResultSetsstrue”
‘DefaultConnection™: “Server=tcp:pdtsqlazure@5e8.database.windows.net,1433;Initial Catalog=pdtazuredb;Persist Security Info=False;User ID=

Note The formatting of the connection string might get “lost” when copying;
easiest to bypass this issue is pasting it in Notepad first, before copy/pasting it
directly into the VS editor.
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As areference, this is what the connection string should look like
in full (all needs to be on one single line in the JSON), based on
my setup:

"DefaultConnection": "Server=tcp:simplcsqlpdt.database.
windows.net,1433;Initial Catalog= simplcommercedb;Persist
Security Info=False;User ID=pdtadmin;Password=L@
BadminPa55w.rd;MultipleActiveResultSets=False;Encrypt=True;
TrustServerCertificate=False;Connection Timeout=30;"

Also make sure you replace the {yourpassword} string with the
actual password as shown in the preceding example.

10. Save the changes made to the appsettings.json.

11. Let’s validate the webshop app is working fine on the
development station, by starting it in Debug mode.

w File  Edit View Project Build Debug Test Analyze Tt ions  Window Help Search (Ctrl+Q)
00 B2 M -0 - Debug - AnycPU = SimplCommerce.WebHos P IS Express = & - 5

appsettingsjson + X

Note If you are running this lab from within the JumpVM, you need to allow the

public IP from this connection, connecting to the SQL Server instance in Azure. To

do this, browse to the Azure SQL Server in the Azure Portal » Security » Firewall
and virtual networks.

Security

@ Advanced data security

Fa Auditing

@ Firewalls and virtual networks

<> Private endpoint connections

9 Transparent data encryption
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12. Add a new rule, named “allow_jumpVM,” having the JumpVM’s
public IP address in the Start IP and End IP fields.

Client IP address 5.148.105.110
Rule name Start IP End IP
allow_jumpVM 13.93.75.106 13.93.75.106 e
allow_webVM 137.116.222.152 137.116.222.152 st
ClientlPAddress_2020-8-5 2... 5.148.105.110 5.148.105.110 o8 n

13. Switch back to your Visual Studio environment, and run the

application by pressing “F5” or clicking the “IIS Express” link in
the top menu

Debug Test Analyze Tools Extensions Window Help Search Visual Stuc

Release ~ Any CPU ~  SimplCommerce.WebHost P Express?'

14. This compiles the application, showing debug information in the
Output window, similar to the following screenshot (this is just
a capture from during the debug; it doesn’t need to be the exact
same).

| Output

Show output from:  Buld -l | E ]t

26>Done building project “"Simplcommerce.Module.Emailsendersatp.csprof”. -

ITremannn Build started: Project: SisplCommerce.Module.ShippingTableRate, Configuration: Debug Any CPU ------

25>5implCommerce .Module. PaymentCashfree -» C:\2TierAzureMigration\SimplCommerce-master\srci\Modules\SimplComnerce.Module . PaymentCashfree\bin\Debug\netcoreapp3.1
\SimplCommerce . Module. PaymentCashfree.dll

25>5implCommerce.Module. PaymentCashfree -> €:\2TierAzureMigration\SimplComserce-master\src\Modules\SimplCommerce.Module  PaymentCashfres\bin\Debug\netcareappd.1
\SimplCommerce.Module.PaymentCashfree.views.dll

25>00ne building project "SimplCommerce.Module.PaymentCashfree.csproj®.

Wrennnnn Build started: Project: SimplCommerce.Module.Storageiocal, cConfiguration: oonug An)‘ CPU =nnnen

27:C:\aTierazureMigration\SimplCommerce-master\src\Modules\Simplcommerce . Module. Shi \Services\Tabl iceProvider.cs(14,58,14,88): warning
CA1851: Do not declare visible instance fields

28>C:\2TierAzureMigration\SimplCommer, ter\src implCommerce.Module.Storagelocal\LocalStorageService.cs(12,23,12,34): warning CA1855: Change the return
type of method Local ageservi iaUrl({string) froam string to Systes.Uri.

28>5implCommerce.Module.Storagetocal -» C:\2TierAzureMigration\SimplCommerce-master)\src\Modules)\SimplCommerce.Module.StorageLocal\bin\Debug\netcoreapp3.l
\Slﬂplcmru Module. storaguocal dll

27 ommerce.Module > €:\2TierAzureMigration\SimplComerce-master\src\Modules\Simplconmerce  Module. ShippingTabl \bin\Debug eapp3.1
\SinplCommerce.Module. ShippingTableRate.dll

27>Done building project “SimplComsmerce.Module.ShippingTableRate.csproj”.

28>Done building project "SimplCosmerce.Module.Storagelocal.csproj®.

293---n- Build started: Project: SimplCommerce.Hodule.ShippingFree, Configuration: Debug Any CPU ------

3@y enannn Build started: Project: SimplCommerce.Module.Shipments, Configuration: Debug Any CPU ------
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15. After about 30 seconds, the webshop will show up, confirming the
application compiled fine, as well as having connectivity to the
Azure SQL database we migrated earlier.

Home Page - SimplCorr X | <& s

O ) localhost

EliCommerce . Rr—

New products

L & & & &

Note While off-topic for our lab scenarios, know this is a fully functional
e-commerce application, allowing you to create new customers, place
orders, update products, and so on if you want to extend the demo and also
perform write operations to the database.
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16. This confirms that our web application is working fine. You can
close the browser session, which will also end the Visual Studio
debugging.

This completes the first task in which you loaded a Visual Studio project, updated
packages, made changes to the appsettings.json file database Connection strings
settings, and ran a debug job to validate the e-commerce application is running fine.

In the next task, you will publish the application to Azure Web Apps.

Task 2: Publishing the source code to Azure Web Apps

1. From within Visual Studio Solution Explorer, select
SimplCommerce.WebHost, right-click it, and select Publish....

| MBIt o v T SHTIPICUITIITIRILEIT T asiuLiure
' - lost
Ef  Build
Rebuild
Clean
View »
Analyze and Code Cleanup 4 .
fExtensions.cs
Pack :xtensions.cs
&7 Publish...

2. This starts the web application Publish wizard. In the Where are
you publishing today? step, select Azure.
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Publish

Target

3. Click Next.

Publish

Where are you publishing today?

/S Azure

Publish your application to the Micresoft cloud

""“ Docker Container Registry
Publish your application to any supported Container Registry that works with Docker images

Folder
Publish your application to a local folder or file share

t;@ FTP/FTPS Server
Publish your application to an FTP/FTPS server

@i Web Server (IIS)

Publish your application to 15 using Web Deploy or Web Deploy Package

C) Import Profile
Import your publish settings to deploy your app .

Back Next Finish Cancel

Which Azure service would you like to use to host your application?

Target

Specific target

gl

.'j Azure App Service (Windows)

= Publish your application code to a managed infrastructure that is easy to scale

W Azure App Service (Linux)
Ld Publish your application code to a managed infrastructure that is easy to scale
E*} Azure App Service Container
Publish your application as a Docker image to Azure Container Registry and run it on Azure App Ser...
ﬂ- Azure Container Registry

Publish your application as a Docker image to Azure Container Registry

Azure Virtual Machine

Manage your own infrastructure

Back Next Finish Cancel
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4. Inthe Which Azure service would you like to use to host your
application? step, select Azure App Service (Linux). This works
because our application is based on .NET Core, which runs on
both Windows and Linux.

5. This brings you to the Select existing or create a new Azure App
Service step window.

x
Publish B Microsoft account
Select existing or create a new Azure App Service Sad e mousermotoocom
Subscription
Target
|Azure Pass - Sponsorship =
Specific target .
View
App Service |RESOUFCQ group o
Search
(No resources found)
=+ Create a new Azure App Service... Refresh

Back MNext I Cancel

6. Click “+ Create a new Azure App Service...,” which opens
yet another popup window, in which you need to enter several
details, related to the Azure Web App name, Azure region, and
App Service plan.

Complete/validate the different parameters:

— Name: Update the dynamically generated name with a more accurate
one (e.g., [suffix]simplcommercefromvs2019).
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— Subscription: Select your Azure subscription.

— Resource group: Create a new resource group/[SUFFIX]
SimplwebAppRG.

— Hosting Plan: Create a new Hosting Plan, specifying S1 and a

close-by region.

[ & 1 Hosting Plan
L*_l Create new

Hosting Plan

SimplCommerceWebHost20200806183905Plan

Location

West Europe

Size

S1 (1 core, 1.75 GB RAM)
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[ &1 App Service (Linux) BN Microsoft account
. . aaddemouser@outlook.com
l T I Create new

Name

‘ pdtsimplcommercefromvs2019

Subscription

‘Azure Pass - Sponsorship

Resource group

|PDTSimplwebappRG*

-| New...

Hosting Plan
‘SimpICommerceWebHost20200806183905Plan* (West Europe, S1)

v| New...

7. Confirm by clicking Create. The necessary Azure resources are
getting created, which should take only about a minute. After that,
the newly created app service will be listed as selected target for

the web app.
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Publish B Microsoft account |

Select existing or create a new Azure App Service S R e

Subscripti
Torget ubscription

|Azure Pass - Sponsorship - I

Specific target .
View

App Service | Resource group =

Search

| pdtsimplcommercefromvs2019

4 [ PDTSimplwebappRG
PRt simplcommercefromys2019

I B0 Deployment Slots

+ Create a new Azure App Service... Refresh

. Back Next | Finish | Cancel

8. Confirm the deployment by clicking “Finish.” This returns you
to the Visual Studio 2019 Publish window, highlighting your web
app as target for Web Deploy.

Shehe Publish

Connected Services Deploy your app te a folder, IIS, Azure, or another destination. Mare info

Publish ! & simplc f05t20200817202502 - Web Deploy - Publish

MNew Edit Rename Delete

Summary Actions
Site URL https://simplcommercewebhost20200817202502 azurewebsites.net |j1 Preview changes
Resource group aksrg Manage in Cloud Explorer
Configuration Release  # Manage Azure App Service settings
Target framework netcoresppi.l  # Manage in Azure portal
Deployment mode Framework-dependent & View streaming logs
Target runtime Portable  # Open troubleshooting guide
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9. Click “Publish” to get the source files pushed to Azure Web Apps,
and you can follow this process from the Visual Studio Output

window.
Output 3 x
Show output from:  Build sl leE E S
“string.Contains(string, Systes.StringComparison)’. -
ICommerce . Module. Pr lyViewed -> C:\2Tieraz igrat pl ter\src\Modules\SimplCommerce . Module . Pr lyViswed\bin\Rel
\netcoreappd.1\SimplCommerce . Module .ProductRecent lyViewed.dll
25>SimplCommerce. Module . Pr lyviewed -»> C:\2TierAzureMigrati impl ter\src\Modules\SimplCommerce . Module . ProductRecent lyViewed\bin\Release

\netcoreappl.1\SimplCommerce . Module . ProductRecent lyViewed. Views.dll

253Done building project “SimplCommerce.Module.ProductRecentlyviewed.csproj™.

263------ Build started: Project: SimplCommerce.Module.EmailSendersmtp, Configuration: Release Any CPU ------

26>C:\2TierAzureMigration\SisplCommerce-master\src\Modules\SimplCommerce.Module . EmailSenderSmip\EmailSender.cs(38,62,38,82): warning CAS359: The
ServerCertificatevalidationCallback is set to a function that accepts any server certificate, by always returning true. Ensure that server certificates are
validated to verify the identity of the server receiving requests.

263Simplcommerce.Module . EmailSendersmtp -> C:\2TierAzureMigration\SimplCoemerce-master\src\Modules\SimplCommerce.Module.Emai tp\bin\Rel \netcoreapp3. 1
\SimplCommerce.Module. EmailSendersmtp.dll

26>Done bullding project "SisplCommerce.Module.EmailSendersmtp.csproi”.

273------ Build started: Project: SimplCommerce.Module.ShippingTableRate, Configuration: Release Any CPU ------

24>SimplCommerce.Module.Contacts -> C:\2TierAzureMigration\SimplCommerce-master\src\Modules\SisplCommerce.Module.Contacts\bin\Release\netcoreapp3. 1
\SimplCommerce.Module.Contacts.dll

24>SimplCommerce.Module.Contacts -> C:\2TierAzureMigration\SimplCommerc \src'\Modules\SisplCommerce Module.Contacts\bin\Release\netcoreapp3.1
\SimplCommerce.Module.Contacts.Views.dll

24sDone building project "SimplCommerce.Module.Contacts.csproj”.

2B3------ Build started: Project: SimplCommerce.Module.Storagelocal, Configuration: Release Any CPU ------ —_—
Qutput
Show output from: Build - | o | e | xz lgb‘:

Adding file (pdtsimplcommercefromvs2019\refs\Microsoft.Extensions.FileProviders.Abstractions.dll).
Adding file (pdtsimplcommercefromvs2819\refs\Microsoft.Extensions.FileProviders.Composite.dll).
Adding file (pdtsimplcommercefromvs2@19\refs\Microsoft.Extensions.FileProviders.Embedded.d1l).
Adding file (pdtsimplcommercefromvs2619\refs\Microsoft.Extensions.FileProviders.Physical.dll).
Adding file (pdtsimplcommercefromvs2e19\refs\Microsoft.Extensions.FileSystemGlobbing.dll).
Adding file (pdtsimplcommercefromvs2e19\refs\Microsoft.Extensions.Hosting.Abstractions.dll).
Adding file (pdtsimplcommercefromvs2e19\refs\Microsoft.Extensions.Hosting.d1l).

Adding file (pdtsimplcommercefromvs2e19\refs\Microsoft.Extensions.Http.dll).

Adding file (pdtsimplcommercefromvs2e19\refs\Microsoft.Extensions.Identity.Core.dll).

Adding file (pdtsimplcommercefromvs2e19\refs\Microsoft.Extensions.Identity.Stores.dll).

Adding file (pdtsimplcommercefromvs2e19\refs\Microsoft.Extensions.Localization.Abstractions.dll).
Adding file (pdtsimplcommercefromvs2e19\refs\Microsoft.Extensions.Localization.dll).

Adding file (pdtsimplcommercefromvs2e19\refs\Microsoft.Extensions.Logging.Abstractions.dll).
Adding file (pdtsimplcommercefromvs2el9\refs\Microsoft.Extensions.Logging.Configuration.dll).
Adding file (pdtsimplcommercefromvs2e19\refs\Microsoft.Extensions.Logging.Console.dll).

Adding file (pdtsimplcommercefromvs2819\refs\Microsoft.Extensions.Logging.Debug.d1l).

Adding file (pdtsimplcommercefromvs2@19\refs\Microsoft.Extensions.Logging.dll).

Adding file (pdtsimplcommercefromvs2e19\refs\Microsoft.Extensions.Logging.EventLog.dll).

Adding file (pdtsimplcommercefromvs2819\refs\Microsoft.Extensions.Logging.EventSource.dll).
Adding file (pdtsimplcommercefromvs2619\refs\Microsoft.Extensions.Logging.TraceSource.dll).

I
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Qutput

Show output from: Build x
Adding file
Adding file
Adding file
Adding file
Adding file
Adding file
Adding file
Adding file

(pdtsimplcommercefromvs2@19\wwwroot)_content\SimplCommerce.Module
(pdtsimplcommercefromvs2@19\wwwroot)_content\SimplCommerce.Module
(pdtsimplcommercefromvs2e19\wwwroot\_content\SimplCommerce.Module

(pdtsimplcommercefromvs2@19\zh-CN\Humanizer. resources.dll).
(pdtsimplcommercefromvs2e19\zh-Hans\Humanizer.resources.dll).

& W E%

(pdtsimplcommercefromvs2e19\wwwroot)_content\SimplCommerce.Module.

Vendors\admin\vendors\vendor-list.js).

.Vendors\admin\vendors\vendor-service.js).
(pdtsimplcommercefromvs2@19\wwwroot\_content\SimplCommerce,Module.

vendors\adminivendors.module.js).

.MishList\private-list.css).
(pdtsimplcommercefromvs2e19\wwwroot_content\SimplCommerce.Module.
.WishList\wishlist.js).

WishList\public-1list.css).

Adding file
Adding file
Adding file
Adding file

(pdtsimplcommercefromvs2e19\zh-Hans\Microsoft.
(pdtsimplcommercefromvs2@19\zh-Hans\Microsoft.
(pdtsimplcommercefromvs2@19\zh-Hant\Humanizer.
(pdtsimplcommercefromvs2@19\zh-Hant\Microsoft.

CodeAnalysis.CSharp.resources.dll).
CodeAnalysis.resources.dll).
resources.dll).
CodeAnalysis.CSharp.resources.dll).

Adding file (pdtsimplcommercefromvs2e19%zh-Hant\Microsoft.

Publish Succeeded.

==== Build: 38 succeeded, @ failed, @ up-to-date, @ skipped
= == Publish: 1 succeeded, @ failed, @ skipped
Waiting for Web App to be ready...
Restarting the web App...
Successfully restarted Web App.
Web App is ready.

CodeAnalysis.resources.dll).

10. Wait for the process to complete successfully. At the end, Visual

Studio will open your default browser, where you can validate the

web app is running successfully.

Note

| freaked out at first, since my web app was not loading correctly in the

browser — at least not in Internet Explorer 11 (which seemed the default on the
JumpVM still). The following default web app page was shown:

&

B° Microsoft Azure App Service... ¥

B https://pdtsimplcommercefromvs2019.azurewebsites.net/

B Microsoft Azure

Hey, .NET Core developers!

Your app service is up and running.
Time to take the next step and deploy your code.

Have your code ready?

Use depicyment center to get code publshed
From your dient of Setup centimucus
eplcymant,

Dont have your code yet?
Follow our quickstart guide and you'll
have 3 full app ready in S minutes or
lass.
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This could also be an issue with the code compilation itself (although we validated
that in Visual Studio prior to publishing to Azure); however, when using Microsoft Edge or
Chrome (which both are preinstalled on the JumpVM), the site was running as expected:

B Home Page - SimpiCommerce X + = = 2
& c pdtsimplecommercefromvs2019.azurewebsites.net * 8
1 um{;‘j\.- JININLICTE VT Search here.. All Categories "“ =

WOMAN MAN~ SHOES WATCHES

This completes the task, in which you published the webshop source code to Azure
Web Apps using the Visual Studio Publish wizard integration.

Task 3: Migrating a web application from Azure App
Service Migration Assistant

1. Start an RDP session to the WebVM you have running in Azure
(labadmin and L@BadminPa55w.rd).

2. From the desktop, launch Azure App Service Migration
Assistant. Since we used this tool for performing the web
application assessment in a previous lab, it will remember some of
those parameters.
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File View Help

Choose a Site @ This app is running with Administrator privileges

Assessment Report Sta rt

Login to Azure
o9 This tool lets you migrate your on-premises app to Azure App Service

Azure Options

Sites Found
Hybrid Connection 1
Migration Results Select a site below and continue to the next step to see an assessment.

@  Default Web Site

3. Select the detected Default Web Site, and click Next.

4. The tool will perform another assessment first; when complete,
click Next. This is where you will launch and execute the actual
web app migration, starting with authenticating to Azure.

File View Help

Login to Azure

Choose a Site

Assessment Report Before we start the migration process, you need to login to an Azure account with a subscription. Use a web browser to open 1
Login to Azure Device Code
Azure Options CZRZKIDV4 4 Copy Code & Open Browser

Hybrid Connection

Don't have an Azure subscription?

Migration Results You'll need an Azure subscription in order to login and create your website resources. [Sign up for an Azure subscription

5. Click “Copy Code & Open Browser,” and paste in this Device
Code in the popup window. Next, log on to Azure with your Azure
admin credentials in the appearing popup. After a successful
authentication, you are prompted to close your browser session.
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a5 Microsoft

Azure App Service Migration
Assistant

You have signed in to the Azure App Service
Migration Assistant application on your device. You
may now close this window.

6. Backin the Azure App Service Migration Assistant, you can

immediately continue the migration process. The next step is Azure

Migrate Hub, allowing you to add this project to Azure Migrate.

Choase a Site
Assessment Report
Login to Azure
Azure Migrate Hub
Azure Options
Hybrid Connection

Migration Results

Azure Migrate Hub

Select an Azure Migrate Project and click next to send assessment information. Migration results will also be sent to this project. Switch user directory

t  ECreate New Azure Migrate Project

7. You can skip this step for now, which brings you to the Azure

Options window. Here, you need to provide the necessary

parameters to get the web app deployed and configured:

Resource Group: Create a new resource group (the Migration
Assistant will publish this application to a Windows-based web
app, which cannot be mixed with the Linux-based web app service
plan in the same resource group).

Destination Site Name: Provide a unique name for the web app.

Region: Your Azure region of choice.
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Azure Options
We will create the required Azure resources for you to create and migrate your contents to a new app. Before we can do that we need some information

Subscription *

Azure Pass - Sponsorship (adcc356¢-74b3-49¢f-9380-caB6e7559d7a)

Resource Group *

@ Create new () Use existing

‘ PDTSimplmigwebappRG

Destination Site Name *

pdtsimplwebappfrommig azurewebsites.net

App service plan

Ce plan
@ Create new O Use existing
Region *

West Europe

A single Premium P1v2 instance will be created in the selected region. (2 Learn Mare about pricing tier

Choose how to handle database connections Learn More

(.) Skip database setup C_) Set up hybrid connection to enable database connection

Note The Migration Assistant automatically allocates a “Premium P1” App
Service plan; if needed, this can be changed from the web app settings once the
migration is complete.

8. Inthe database setup, choose “Skip database setup.”

App service plan
A single Premium P1v2 instance will be created in the selected region.[Z Learn More about pricing tier

Region *

‘ Central US ~

Databases

Choose how to handle database connections Learn More

@ Skip database setup O Set up hybrid connection to enable database connection
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9. Confirm the settings by clicking the Migrate button.

File View Help

Choose a Site
Assessment Report
Login te Azure
Azure Options
Hybrid Connection

Migration Results

Migration in Progress

Please wait while migration is in progress. This may take a few minutes. Once the migration is complete, we will take you to the next step.

o

q and starting deploy (step 3 of 3)
Creating site resources (step 0 of 2)
Publishing site content (step 0 of 3)

10. This kicks off the actual Azure Web App deployment, followed

by creating and copying the content. Wait a few minutes for this
process to complete.

File View Help

Choose a Site
Assessment Report
Login to Azure
Azure Options
Hybrid Connection

Migration Results

Migration Results

Congratulations, your site has been successfully migrated!
[A Go to your website Migrate another site T Export ARM template

Next Steps

[ Manage your application in Azure Portal
[ZFind a partner

129



CHAPTER 6  LAB 4: DEPLOYING AN AZURE WEB APP AND MIGRATING FROM WEBVM

11. Click “Go to your website,” which will open the newly deployed
web app in the default browser.

| itps.//c P focomm g azurewebisites.net £ = & C | I Sign in to your aczount Hame Page - Simpiommer

LRI L All Categories »: -

WOMAN MAN<~ SHOES WATCHES

New products

A a

12. This completes this lab.

Summary

In this lab, you learned how to deploy a web application from source code in Visual
Studio to Azure Web Apps, as well as by using the Azure App Service Migration Assistant.
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Lab 35: Deploying Docker
and Running Azure
Container Workloads

What You Will Learn

In this lab, we focus on deploying (a trial) edition of Docker Enterprise on Windows
Server 2019, but using the LinuxKit rather than using Windows containers (just because
we can and it is cool to showcase the mixed environment setup in my opinion). Starting
with installing the Docker Enterprise Edition for Windows Server, you learn the basics
of Docker commands using the Docker command-line interface. Next, you learn how
to “Dockerize” the dotnetcore code that has been used in the former lab, using Visual
Studio Code with Docker extensions.

In the next task, you learn about Azure Container Registry (ACR) and how to publish
your new Docker container in there, as well as using this as a source for Azure Container
Instance (ACI) and running your web application. We will also touch on deploying
and running Azure Web App for Containers, allowing for advanced operations on
containerized workloads, compared to Azure Container Instance.

Time Estimate

This lab is estimated to take 90 min.
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Prerequisites

There are no dependencies on previous lab exercises to start and complete this specific
lab, outside of going through Chapter 2 to grab the necessary source files.

Scenario Diagram

Docker Hub

docker

pdetender/simplcdotnet31

(1
B - G

Azure Container Registry

Azure Container Instance
(ACI) - Public

Azure Container Instance
(ACI) - Private
Docker Enterprise Edition
on Windows Server 2019 (ACR)

Azure Web App
for Containers

Tasks

Task 1: Installing Docker Enterprise Edition on Windows
Server 2019

Task 2: Validating and running basic Docker commands and
containers

Task 3: Integrating Docker extension in Visual Studio Code
Task 4: Deploying and operating Azure Container Registry
Task 5: Deploying and running Azure Container Instance

Task 6: Deploying and operating Azure Web App for Containers
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Task 1: Installing Docker Enterprise Edition (trial)
for Windows Server 2019 on the lab jumpVM

1. Ifnotlogged on anymore to the lab jumpVM, open an RDP
session to this virtual machine, using labadmin and
L@BadminPa55w.rd as credentials.

2. From the Start menu, launch PowerShell with Run as
administrator permissions.

Server Manager

Event Viewer File Explorer

3. Run the following cmdlet:

Install-WindowsFeature -Name Hyper-V -IncludeManagement
Tools -Restart

EX Administrator: Windows PowerShell = (] X

PS C:\> Install-WindowsFeature -Name Hyper-V -IncludeManagementTools -Restarty,

4. Status information will be shown.
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EX Administrator: Windows PowerShell - ] X
dindows PowerShell |2

5. After which the installation starts.

Administrator: Windows PowerShell i 0 x

dindows Powershell -
Zopyri, C) Microsoft Corporation. All rights reserved.

6. Once the installation is complete, your machine will restart

(required!); wait for it to reboot, and log on using RDP again,
reopening the PowerShell console (with Run as administrator
permissions).

7. Next, we will install the Docker Enterprise Edition using the
PowerShell module “DockerMSFTProvider,” using the following
cmdlet:

Install-module “DockexrMSFTProvider" -Force

EX Administrator: Windows PowerShell — [m] e

indows PowerShell A
opyright (C) Microsoft Corporation. All rights reserved.

C:\Users\labadmin> Install-Module "DockerMsftProvider” -Force

uGet provider is required to continue

rShellGet requires NuGet provider version '2.8.5.2@1' or newer to interact with NuGet-based repositories. The NuGet
. provider must be available in 'C: \ngr‘am Files\PackageManagement\ProviderAssemblies' or
‘C:\Usershlabadmin\AppData\Local\Pack t\ProviderAssemblies'. You can also install the NuGet provider by
running 'Install-PackageProvider -Name NuGet -Minimumversion 2.8.5.2@1 -Force'. Do you want PowerShellGet to install
nd import the NuGet provider now?
[¥] Yes [N] No [S] Suspend [?] Help (default is "¥"): _
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8. This is followed by an update-cmdlet to make sure we have the
latest bits:

update-module "DockerMSFTProvider"

EX Administrator; Windows PowerShell -_ ad h.e

PS C:\Users\labadmin> Update-Module ~
PS C:\Users\labadmin> _

9. Next, we will trigger the actual Docker Enterprise package
installation, executing the following cmdlet:

Install-package Docker -ProviderName
"DockexrMSFTProvider" -Update -Force

] EX Administrator: Windows PowerShell

PS C:\Users\labadmin> Install-Package Docker -ProviderName -Update -Force ~
WARNING: A restart is required to enable the containers feature. Please restart your machine.

Name Version Source Summary

Docker 19.83.11 DockerDefault Contains Docker EE for use with Windows Server.

PS C:\Users\labadmin»> _

10. Once the installation of the package is complete, we also need to
make sure we install the Windows Feature Containers, informing
the host it will run as a container host, by running the following

cmdlet:

Install-WindowsFeature Containers

EX Administrator: Windows PowerShell - ] X
PS C:‘\Users\labadmin> Install-WindowsFeature Containers A

Success Restart Needed Exit Code Feature Result

True No MoChangeNeeded {}

PS C:\Users\labadmin> _
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11. Thisis about it from a Windows Server and module perspective.
However, we need to go through a few more steps to “enable”
the Linux/Linux Containers on Windows - LCOW, starting
with creating a config JSON file for the experimental aspect of
LCOW.

Run the following cmdlet (this is on one line, but wrapped

because of the layout):

Set-Content -Value ""{" "experimental™ ":true’}" -Path C:\
ProgramData\docker\config\daemon.json

¥ Administrator: Windows PowerShell - ] bd

PS C:\Users\labadmin> Set-Content -value X -Path C:\ProgramData\docker\config\daemon.json -
PS C:\Users\labadmin> _

Note If you can’t complete this step successfully, verify if you have “Show
Hidden items” enabled in your Windows Explorer.

¥ | Reviewed v1

&8 Extra large icons &= Large icons && Medium icons Group by = *  Item check boxes
W Preview pane
2% small icons List Details i Add columns ~ File name extensions
Navigation T Details o s Sort Hide selected  Options
pane | == Tiles == Content v 1 si o il ™ Hi i
pane * - by~ Size all columns to fit Hidden items Hems -

Panes Layout Current view Show/hide

12. This is followed by restarting the Docker service, using restart-

service Docker.

13. Confirm the Docker engine is up and running, by executing
Docker version

14. Aswell, execute

Docker info
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Administrator: Windows PowerShell - O x

PS C:\Users\labadmin> Restart-Service docker ~
PS C:‘\Users\labadmin> docker version
Client: Docker Engine - Enterprise

Version: 19.€3.11

API version: 1.4

Go version: go01.13.11

Git commit: @da829ac52

Built: ©6/26/2020 17:20:46
0s/Arch: windows/amdé4
Experimental: false

Server: Docker Engine - Enterprise (Unlicensed - not for production workloads)

Engine:
Version: 19.€3.11
API version: 1.4@ (minimum version 1.24)
Go version: gol.13.11
Git commit: @eda829ac52
Built: @6/26/2020 17:19:32
0s/arch: windows/amded
Experimental: true
PS C:\Users\labadmin> docker info
Client:
Debug Mode: false
Plugins:

cluster: Manage Docker Enterprise clusters (Mirantis Inc., vl.4.e)

Server:
Containers: @
Running: @
Paused: @
Stopped: @
Images: @
Server Version: 19.€3.11
Storage Driver: lcow (linux) windowsfilter (windows)
LCOW:
Windows:
Logging Driver: json-file
Plugins:
Volume: local
Network: ics internal 12bridge 12tunnel nat null overlay private transparent
Log: awslogs etwlogs fluentd geplogs gelf json-file local logentries splunk syslog
Swarm: inactive
Default Isolation: process
Kernel Version: 16.@ 17763 (17763.1.amds4fre.rs5_release.188914-1434)
Operating System: Windows Server 2819 Datacenter Version 1889 (0S Build 17763.1339)
0SType: windows
Architecture: x86_64
CPUs: 2
Total Memory: 8GiB
Name: jumpvm b

15. The Linux Containers on Windows expects a specific folder to
run in, so we need to create this folder first; easiest is using
mkdir <path>:

mkdir "C:\Program Files\Linux Containers"

137



CHAPTER 7  LAB 5: DEPLOYING DOCKER AND RUNNING AZURE CONTAINER WORKLOADS

E¥ Administrator: Windows PowerShell
Ps C:\Users\labadmin> mkdir "C:\Program Files\Linux Containers"

Directory: C:\Program Files

Mode LastWriteTime Length Name

d-==-- 8/7/2820 9:28 PM Linux Containers
PS C:\Users\labadmin> cd "C:\Program Files\Linux Containers"

PS C:\Program Files\Linux Containers> _

16. This is followed by downloading the “release” version of the
kernel, by launching the following cmdlet:

curl -OutFile release.zip https://github.com/linuxkit/
lcow/releases/download/v4.14.35-v0.3.9/release.zip

N Administratar: Windows PowerShell

PS C:\Program Files\Linux Containers> curl -Outfile release.zip https://github.com/linuxkit/lcow/releases/download/v4.14 A

.35-va.3.9/r'elease.zii

17. Wait for the download to complete; after which, we need to
expand the archive file, running the following cmdlet:

Expand-Archive -DestinationPath . .\release.zip
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EN Administrator: Windows PowerShell - O X

PS C:\Program Files\Linux Containers> curl -OutFile release.zip https:ffgithub.cum!linunkit!lcowfreleases!downloadlvd.1% -
.35-v@.3.9/release.zip
PS C:\Program Files\Linux Containers> dir

Directory: C:\Program Files\Linux Containers

Mode LastWriteTime Length Name
-a---- 8/7/2020 9:29 PM 13840227 release.zip
PS C:\Program Files\Linux Containers> Expand-Archive -DestinationPath . .\release.zip

PS C:\Program Files\Linux Containers> dir

Directory: C:\Program Files\Linux Containers

Mode LastWriteTime Length Name

-B==-- 11/15/2e18 7:29 PM 6613996 initrd.img
-a---= 11/15/2018 7:29 PM 7668384 kernel
-a---- 8/7/2020 9:29 PM 13840227 release.zip
-a---- 11/15/2@18 7:29 PM 113 versions.txt

PS C:\Program Files\Linux Containers> _

18. This completes the installation of the LCOW component; I'm
pretty sure this process will become more straightforward in later
builds of Windows Server 2019, although it is actually not too hard
already.

This completes the first task, in which you installed Docker Enterprise Edition on
Windows Server 2019, using the Linux Containers on Windows (LCOW) Kit. In the
next task, you learn several Docker commands for managing and running container
workloads.

Task 2: Validating and running basic Docker
commands and containers

1. Let’s try and run a test Linux container, by executing the
following command:

docker run -it ubuntu
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X Administrator: Windows PowerShell - a X

PS C:\Program Files\Linux Containers» docker run -it ubuntu A
Unable to find image ‘ubuntu:latest’ locally

latest: Pulling from library/ubuntu

3ff22d22a855: Pull complete

e7cb79d19722: Pull complete

323dedesebsa: Pull complete

b7f616834fde: Pull complete

Digest: sha256:5d1d5467f353843ecf8b16524bc5565aa332e9e6a1297c73a92d3e754b8a636d

Status: Downloaded newer image for ubuntu:latest

2. Since we don’t have the image on our local machine yet, it needs to
be downloaded first; the Docker engine relies on the Docker Hub, a
public (and private) repository of images to pull the image from.

3. Once the download is complete, Docker will “start up” the
Ubuntu image and run it. This is expressed by giving us access
to the Ubuntu system prompt (root@<containerID>#).

From here, we can perform some basic Linux commands, for
example, “LS,” which means “list,” showing a list of folders.

X root@29ed466b60a3: / - [m} X

PS C:\Program Files\Linux Containers> docker run -it ubuntu “
Unable to find image 'ubuntu:latest' locally
latest: Pulling from library/ubuntu
3ff22d22a855: Pull complete
e7cb79d19722: Pull complete
323dedseebea: Pull complete
b7f616834fde: Pull complete
Digest: sha256:5d1d54@7f353843ecf8b16524bc5565aa332e9e6a1297c73a92d3e754b8a636d
Status: Downloaded newer image for ubuntu:latest
root@29ed46cbenas: /# 1s
bin 1ib32 1libx32 sbin
lib  libsa
root@29ed466beras: /#

4. Orrunning the command “TOP” will show the list of running

system processes and their performance counters.

X root@29ed466b60a3: / - O X

Eop - 21:31:41 up @ min, @ users, load average: .00, ©.8@, 2.00 ~
Tasks: 2 total, 1 running, 1 sleeping, @ stopped, @ zombie

¥Cpu(s): @.e us, 0.8 sy, 0.0 ni,1ee.e id, ©.e wa, @.e hi, @.e si, e.e st
MiB Mem : 962.5 total, 856.8 free, 74.5 used, 31.2 buff/cache

MiB Swap: @.0 total, 0.8 free, 8.0 used. 793.7 avail Mem

PID USER

12 root 28 ] 6128 528 4 R e.e
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5. To close the performance view, press Ctrl-C, which brings you
back to the system prompt. If you want to shut down the container
(= leaving the runtime), type “exit”.

PS C:\Program Files\Linux Containers> docker run -it ubuntu

root@seeed2bd9e27: /# dir

bin dev home 1ib32 libx32 media opt root sbin sys usre

boot etc 1lib  1libs4 lost+found mnt proc run sy tmp  var

root@8eeed2bd9e27: /4 exit

exit

‘time="2020-08-97721:42:07Z" level=error msg="Error waiting for container: failed to shutdown container: container 8Pee@2
bd9e27d5ecea5ac9ba708e571f244909001c3c2e423b57855312cb@5ba encountered an error during hcsshim::System: :waitBackground:
failure in a Windows system call: The virtual machine or container with the specified identifier is not running. (©xce37
2110): subsequent terminate failed container 8eee®2bd9e27dSeceeSac9ba7’e8e571f244989801c3c2e4e3b57855312cbesba encountere
d an error during hcsshim::System::waitBackground: failure in a Windows system call: The virtual machine or container wi
th the specified identifier is not running. (exce37eiie)"

PS C:\Program Files\Linux Containers> _

Note Ireceived an error message here on-screen, informing me about “failed
to shut down container.” This is presently listed as a known issue on the GitHub
pages of the LCOW, although it is more of a bug in the status reporting, as the
running container actually got shut down correctly.

6. Validate the running state of a container can be done by using the
following Docker command:

Docker ps

EX Administrator: Windows PowerShell - O X
PS C:\Program Files\Linux Containers> docker ps ~
ICONTAINER ID IMAGE COMMAND CREATED STATUS PORTS
|NAMES

PS C:\Program Files\Linux Containers> docker ps -a

[CONTAINER ID IMAGE COMMAND CREATED STATUS POR
TS NAMES

29ed466b6Ra3 ubuntu "/bin/bash"” 2 minutes ago Exited (4294967295) 19 seconds ago

trusting_bose
PS C:\Program Files\Linux Containers> _

7. This shows no running containers; however, if you add the -a
parameter to this command, it shows us “history” information
about containers that ran on this host.
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If you want to test with a few more Linux-based containers (e.g.,
Java, NGINX, Python, etc.) and several others that are available
from hub.docker.com, feel free to do so.

Remember we have our own DotnetCore 3.1 sample container,
based on the webshop application we used in the previous labs.
To speed up the lab, as well as keeping the focus on running
workloads on Azure, I am storing an up-to-date copy of the
containerized application in my Docker Hub as well; so why not
continue with this one from here, as well as for all remaining
container-oriented lab exercises?

8. The SimplCommerce webshop container image in hub.docker.
com is pdetender/simplcdotnet31. So similar to the “docker run
ubuntu” example earlier, you can execute this command:

docker run -it -p 5000:80 pdetender/simplcdotnet31
Here is some explanation for the parameters:

— it: Runs the container in interactive mode, which means it will
show output (if any) in the console window.

— p 5000:80: This defines the container running on port 80,
but mapping this to port 8000 in our local browser; this is
handy when we have other applications or containers already
running on port 80, as such avoiding any conflicts.

EN Administrator: Windows PowerShell

PS C:\2tierazuremigration\SimplCommerce31> docker run -it -p 5000:8@ pdetender/simplcdotnet3l
Unable to find image 'pdetender/simplcdotnet3l:latest’ locally

latest: Pulling from pdetender/simplcdotnet3l

6ec8c9369e08: Already exists

fe8522826504: Already exists

658bf4619169: Already exists

©392978bbc2e: Already exists

33dde22578@3: Already exists

f94d22bd253d: Already exists

00e296025eba: Already exists

16ec8d4b2b9e: Already exists

b34e8abefs53: Already exists

754a119f24d9: Already exists

Digest: sha256:19816a782092ca2e6c27329c¢973490d90377adbbe3958balfc2cc7670923cc70
Status: Downloaded newer image for pdetender/simplcdotnet3l:latest
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9. Once the container is downloaded and running, open

“localhost:5000” in your browser, which will show the “home

page” of the SimplCommerce web application. Instead of

expecting a full database like we used the Azure SQL earlier, this

sample container image comes with its own built-in database

engine. (If we want, we could update the container variables and

actually point to an external database.)

Select “Phones” and click the “Do it!” button to confirm.

B Home Page - SimplCommerce X 4

<« C @ localhost:5000
Use this space to summarize your privacy and cookie use policy. - Accept
WLUI 1IH1IC ) U Search here.. All Categories

Sample data
Delete all current catalog data and create sample catalog

Industry | Phones ~ m

Fashion

Custolf"*lce  Information SimplCommerce

The first ecommerce system built on .NET Core.

Simple to use and easy to customize

Cross platform and Open source

10. The webshop opens and shows devices available for buying.
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| B Home Page - SimpiCommerce % 4

& C @ localhost:5000 w O

Use this space to summarize your privacy and cookie use paolicy. - Accept

m_.{i]_l\-\)l 111111 LT Search here.. All Categories "H —

PHONES ~ TABLETS~ COMPUTERS ~ ACCESSORIES ™

Latest Products

Dell XPS 15 9550
$34,990,000.00

11. While this container instance is running, why not start
another one?

12. Launch an additional instance of the PowerShell console (with
Run as administrator permissions), and start a new container
instance:

docker run -it -p 4000:80 pdetender/simplcdotnet3i

13. This time it is running on port 4000. Since the image is already
downloaded, the container instance will kick off immediately.

144



CHAPTER 7  LAB 5: DEPLOYING DOCKER AND RUNNING AZURE CONTAINER WORKLOADS

l Administrator: Windows PowerShell - O X

Windows PowerShell
Copyright (C) Microsoft Corporation. All rights reserved.

PS C:\Users\labadmin> docker run -it -p 4000:80 pdetender/simplcdotnet3l
warn: Microsoft.AspNetCore.DataProtection.Repositories.FilesystemXmlRepository[60]
Storing keys in a directory '/root/.aspnet/DataProtection-Keys' that may not be persisted outside of the container
. Protected data will be unavailable when container is destroyed.
warn: Microsoft.AspNetCore.DataProtection.KeyManagement.XmlKeyManager[35]
No XML encryptor configured. Key {@37bc59a-9bc6-43a8-90@1c-57d1ba@172bS} may be persisted to storage in unencrypted

form.
14. Open your browser, and connect to localhost:4000, which will
show the webshop home page, confirming this is a new instance,
since it is asking again to select the product database we want to
use this time.
B Home Page erce X | 4
‘detender/simpledatnetdl
€ C O lecalhost5000 * O !
-~ [FO923ccTO
s space o summaizeyourprvacy nc coote e by [ <o i
JI\MUIRNIET B Home Page - SimpiCommerce X = >
€ C @ localhosta0o * O :
CALL RN BT L& | Search here All Categories ‘B i

Sample data

Delete all current catalog data and create sample catalog

Industry | Fashion

Custol phones € Information SimplCommerce

The first ecommerce system built on \NET Core.

Simple to use and easy to customize

Cross platform and Open source

15. This loads the full application once selected.
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Fa

EX Administrator: Windows PowerShell - m] X
PS C:\Users\labadmin> docker images a
REPOSITORY TAG IMAGE ID CREATED SIZE
mer.microsoft.com/dotnet/core/sdk 3.1-buster @52ed32b57ds 4 days ago 752MB
mcr.microsoft.com/dotnet/core/aspnet  3.1-buster-slim 8asfb7450a30 5 days ago 221MB
ubuntu latest led467be71es 2 weeks ago 83.8MB
pdetender/simplcdotnet3l latest bc2ce4seefel 2 weeks ago 398MB
mcr.microsoft.com/dotnet/core/sdk 3.1 8ed2bsda29se 3 weeks ago T49MB

PS C:\Users\labadmin> _
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C @ localhost5000 * 0 :
- [peeasccms
| ated outside af the coo
o Uiy B Homersge- smpiommerse x| = = g
“ C @ localhost4000 T O
cj[ll"‘l\—ul 1S AT Search here All Categories "“ | —

PHONES = TABLETS~ COMPUTERS = ACCESSORIES =

Dell XPS 15 9550

$34,990,000.00

W

16. Switch back to the PowerShell window (either of the open ones),
and run docker images.

This shows a list of all current Docker images available on our
machine. Note that besides the ubuntu and simplcdotnet31, I had
a few additional ones, but you won'’t necessarily have these.

17. Once more, validate the “running” state of your container
instance from a “Docker perspective,” but initiating the following
command:

docker container ls
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¥ Administrator: Windows PowerShell - O *
Windows PowerShell ~
Copyright (C) Microsoft Corporation. All rights reserved.

PS C:\Users\labadmin> docker container 1ls
CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS

NAMES

82d4475597f8 pdetender/simplcdotnet3l  "dotnet SimplCommerc." 43 seconds ago Up 34 seconds 9.0.0.08:
4eee->8@/tcp  compassicnate_pare
PS C:\Users\labadmin> _

18. Asyou (should) still have the container instances running (port
4000 and port 5000), you can take note of the (unique instance)
container ID and reuse this in other Docker commands, like
docker inspect 82d44 (where these are the first few characters of
the container ID).
This provides a lot of additional details about our running
container instance:
- o X

EX Administrator: Windows PowerShell

PS C:\Users\labadmin> docker inspect 82d44
[

"Id": "82d4479597f8cl4bbeddobbb7bf27e3cdaaccdes8balcesdfefc3ce9913cfacy”,
"Created": "2020-@8-89T722:11:54.78352672",
"path": "dotnet",
"Args": [
"SimplCommerce.WebHost.d11l"

1
"State": {
"Status": "running",
"Running”: true,
"Paused": false,
"Restarting": false,
"00MKilled": false,
"Dead": false,
"pid": 363,
"ExitCode": @,
“Error": "",
"StartedAt": "2020-08-09T22:12:03.5247822",
"FinishedAt": “"0@e1-e1-e1Tel:ee:eez"

},
"Image": "sha256:bc2ce@d8eef61c9c2c95783c19e7d378ef9208be521928e78b1cf4162b837Fb3",

"ResolvConfPath": "",
"HostnamePath™: "",

"HostsPath": "",
"LogPath": "C:\\ProgrambData\\docker\\containers\\82d4479557f8c14bbeddobbb7bf27e3cdaaccae68balcoSdfafc3ces913cfad

7\\82d4479597f8c14bbeddobbb7bf27e3cdaacc4es8balc@5df8fc3ce9913cf4c7-json. log",
"Mame": "/compassionate_pare",
"RestartCount™: @,
"Driver": "lcow",
"platform”: "linux",
"MountLabel": "",
"ProcessLabel”: "",
"AppArmorProfile”:
"ExecIDs": null,
"HostConfig": {

"Binds": null,

wn
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19. For example, consider “LogPath.”

NEJUVLAVLWIIIFau .« 3

"HostnamePath": "",

"HostsPath": "",

"LogPath": "C:\\ProgramData\\docker\\containers\\82d4479597f8c14bbeddobbb7bf27e3cdaaccdes8balce5df8fc3ced913ctse
7\\82d4479597f8c14bbeddobbb7bf27e3cdaaccde68balcd5dfefcice9913cfac7-json. log",

"Name": "/compassionate_pare"”,

"RestartCount”: @,

"Driver": "lcow",

"platform": "linux",

"MountLabel": "",

"ProcessLabel™: ",

"AppArmorProfile”: "",

"ExecIDs": null,

"HostConfig": {

20. This points to a log-JSON file, viewable from Windows Explorer,
when browsing to the file location.

ol ¥
File Home Share View
« S * ProgramData > docker » containers > 82d447959718c14bb0dd9bbb7bf27e3cdaacc4e68balc05df8fc3ceda13ci4eT v
O name Date maodified Type Size
# Quick access
checkpoints 8/9/2020 10:11 PM File folder
B Desktop o p .
1 82d4479597f8c14bb0ddobbbTbf2Te3cdancc..  8/9/2020 10:12 PM Text Document 1KB
¥ Downloads - ; By "
&T configy2 /e JSON File 3 KB
8 + ! N OEi ,
Daocuments g hosteonfig JSON File 2 KB
= Pictures +
1 This PC

21. Open the log-JSON file, and notice the information stored in
there is the same as what you saw earlier in the running container
console (because you specified the “-it” parameter). Good to
know this is not really required (although I personally prefer it,
as itis a useful and easy mechanism to validate your container
workload is running fine).
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> e |
PS C:\Users\labadmin> docker run -it -p 4eee@:8@ pdetender/simplcdotnet3l
warn: Microsoft.AspNetCore.DataProtection.Repositories.FileSystemXmlRepository[68]

Storing keys in a directory '/root/.aspnet/DataProtection-Keys' that may not be persisted outside of the containen
. Protected data will be unavailable when container is destroyed.

warn: Microsoft.AspNetCore.DataProtection.KeyManagement.XmlKeyManager([35]
No XML encryptor configured. Key {b9cclbc3-846c-48a8-aeb7-2ee3aa93759c} may be persisted to storage in unencrypted

form.

e 82d4479597f8c14bb0dd9bbb7bf27e3cdaaccdetBbal1c05dfBfc3ced913cfdcT-json - Notepad - a x

File Edit Format View Help
11b[49m: Microsoft.AspNetCore.DataProtection.Repositories.FileSystemXmlRepository[6@]\r\n","stre:

: may not be persisted outside of the container. Protected data will be unavailable when contain
. AspNetCore.DataProtection.KeyManagement.XmlKeyManager[35]\r\n","stream": "stdout", "time":"2020-(
9c} may be persisted to storage in unencrypted form.\r\n","stream":"stdout","time":"2028-08-09T.

Unix (LF) Ln 5, Col 1 100%

This completes the second task, in which you learned several Docker commands,
allowing you to run, validate, and troubleshoot containerized application instances. In

the next task, I will show you another way to manage containers, using Visual Studio

Code - Docker extensions.

Task 3: Integrating Docker extension in Visual
Studio Code

1. From the Start menu, launch “Visual Studio Code.
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Selection View Go Run Terminal Help Welcome - Visual Studio Code [Adn

| Welcome X

2. From the Extensions option, search for “Docker.”

tion View Go Run Terminal Help Extension: Docker - | al Studio Code [Administrator

£ Extension: Docker X

docker

Docker
Docker 141 )
Makes it easy to create, manage, and ... ’ ) Microsoft < 5,160,604 * ok k k& ository
Microsoft Install -
Docker Explorer 0.1 dOC kQ r
Manage Docker Containers, Docker |
Jun Han Install

Makes it easy to create, manage, and debug containerized applicatic

Docker Linter Details Fe ¢ Cl g Dependenc
Lint perl, python !
Henrik 5jadh Install
e,

Docker Compose Docker for Visual Studio Code [Vistal Stidic Marketplace [VIH) (instaiis [SHEN

M Docker Compose services oF Azure Pipelines m\—

pl Install

Docker WorkSpace 04 The Docker ext on makes it easy to build, manage, and deploy containerized applications from Visual Studic
er in Docker container Code. It also provides one-click debugging of Node js, Python, and .NET Core inside a container

HBUN yuki Install
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Click the “Install” button; while not (always) needed, I typically
advise to restart Visual Studio Code after the installation,
guaranteeing it loads successfully. This helped me tremendously
in troubleshooting, or avoiding to needing to do that &).

Notice the Docker extension installed successfully, by clicking
the Docker icon.

Edit Selection View Go Run Terminal Help SimplCommerce31 - Visu

~ CONTAINERS

™ ubuntu

From the left menu, it immediately exposes some information
about the Docker environment that is running on the Docker
Host:

o Containers: Lists up the running/previously running
containers on this host.

o Images: Lists up the container images.

o Registries: Private Docker-compatible registries, for example,
Azure Container Registry.

Besides the information here on the left menu, the extension also

comes with command palette options in the “View” menu.
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File Edit Selection View Go Run Terminal Help

DOCKER Command Palette... Ctrl+Shift+P

v CONTAINERS Open View...
(] pdetender/simpl
[0 ubuntu charminc

Appearance

Editor Layout

Explorer Ctrl+Shift+E
Search Ctrl+Shift+F
SCM Ctrl+Shift+G

v IMAGES
> pdetender/si Run Ctrl+Shift+D

> ™ ubuntu Extensions Ctrl+Shift+X

Output Ctrl+Shift+U
Debug Console Ctrl+Shift+Y
Terminal Ctrl+u

v REGISTRIES Problems Ctrl+Shift+M

§ Connect Registry
Toggle Word Wrap Alt+Z

 Show Minimap
Show Breadcrumbs
v/ Render Whitespace

Render Control Characters
v NETWORKS

7. From “Command Palette,” start typing “docker,” showing a list
of different commands available, similar to the ones you used
in PowerShell earlier; but now you don’t (always &)) have to
remember them or know the correct syntax or parameters, but
rather make use of this list.
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Selection View Go Run Terminal Help Extension: | Studio Code [Administr:

>docker

(] ubuntu relaxed g

1 ubuntu

1 pdetender/simplcomm

OO0 ubuntu

~ IMAGES

8. Remember the docker inspect command; you can run this now
from the Docker extension menu.

File Edit Selection View Go Run Terminal Help
.ER

“ CONTAINERS

[> pdetender/simplcc
[0 pdetender/simplcc View Logs
[0 pdetender/simplcc Attach Shell

[0 pdetender/simplcc Inspect

pdetender/simplcc Open in Browser

pdetender/simplcc

Stop
e —= o -

pdetender/simplcc Rastart

pdetender/simplcc

v IMAGES Remove...

9. This provides a similar log-JSON file, but directly published
within Visual Studio Code.
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{} simplcdotnet31json X
"Restarting”:
"OOMKilled":
"Dead":

"Pid": 363,
"ExitCode": @,
HERROR Sz it
“StartedAt”: "2020-08-09T722:12:83.5247822",
"FinishedAt": "©991-01-01T00:00:00Z"
})
"Image"”: “sha256:bc2c@48eef61c9c2c95783¢c19e7d378ef9208be5211928e78blcf41e
"ResolvConfPath": ™"
"HostnamePath": "",
"HostsPath": "",
"LogPath": "C:\\ProgramData\\docker\\containers\\82d4479597f8c14bbedd9bbtl
"Name": "/compassionat
"RestartCount": @,
"Driver”: "lcow",
"Platform": "linux",
"MountLabel": "",
"ProcesslLabel™: "",
"AppArmorProfile”: "",
"ExecIDs": null,
"HostConfig": {
“"Binds": null,
“"ContainerIDFile":
"LogConfig": {
"Type": "json-file"

2

10. Or select “View Logs.”

File Edit Selection View Go Run Terminal Help SimplCommerce31 - Vis
DOCKER

v CONTAINERS
[> pdetender/simplcdotnet31 compassior-*
] pdetender/simplcdotnet31 loving cold View Logs
] pdetender/simplcdotnet31 rela Attach Shell
] pdetender/simplcdotnet31 recursing Inspect
] pdetender/simplcdotnet31 fervent_bo Open in Browser

pdetender/simplcdotnet31 xenodochic Stop

] pdetender/simplcdotnet31 cranky_me
P /Sip Restart

[l pdetender/simplcdotnet31 stoic_aryakb
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11. This exposes the logging information in a Visual Studio terminal

window.

TERMINAL 3: pdetender/simplcdot v+ [ @

Windows PowerShell
Copyright (C) Microsoft Corporation. All rights reserved.

PS C:\2tierazuremigration\SimplCommerce31> docker logs 82d4479597f8c14bb8dd9bbb7bf27e3cd
e68balce5df8fc3ce9913cf4c?
warn: Microsoft.AspNetCore.DataProtection.Repositories.FileSystemXmlRepository[6@]

Storing keys in a directory '/root/.aspnet/DataProtection-Keys' that may not be persig
outside of the container. Protected data will be unavailable when container is destroyed.
warn: Microsoft.AspNetCore.DataProtection.KeyManagement.XmlKeyManager[35]

No XML encryptor configured. Key {b9cclbc3-846c-40a8-aeb7-2ee3aa93759c} may be persis
o storage in unencrypted form.
warn: Microsoft.AspNetCore.HttpsPolicy.HttpsRedirectionMiddleware[3]

Failed to determine the https port for redirect.

I

12. There are a lot of interesting actions available from the Docker
extension, giving DevOps teams an easy and single tool to
manage their application workloads, from source code to
containers and everything in between.

This completes the third task in which I introduced you to the Docker extension
in Visual Studio Code. As you know the basics of operating Docker and containerized
workloads, let’s move on and reuse this knowledge on Azure.

Task 4: Deploying and operating Azure Container
Registry

As we have a successfully built Docker container out of the previous task, we can move
on to the next step in the process, migrating this container to Azure, starting from

pushing it into Azure Container Registry (ACR) and running it as an Azure Container
Instance (ACI).

1. Logon tothe Azure Portal, http://portal.azure.com, with your
Azure admin credentials. From here, open Cloud Shell.

Microsoft Azure P Search resources, services, and docs
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2. Follow the configuration steps if this is the first time you launched
Cloud Shell, by selecting your Azure subscription and clicking
“Create storage.”

Welcome to Azure Cloud Shell

Select Bash or PowerShell. You can change shells any time via the environment selector in the
Cloud Shell toolbar. The most recently used environment will be the default for your next session.

PowerShell

You have no storage mounted

Azure Cloud Shell requires an Azure file share to persist files. Learn more
This will create a new storage account for you and this will incur a small monthly cost. View pricing

* Subscription

E Azure Pass - Sponsorship | Show advanced settings

Create storage I Close I

Once you are in the shell environment itself, make sure you select Bash.

~ | & 2 & DO
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Bash vl ? &L OB

Requesting a Cloud Shell.Succeeded.
Connecting terminal...

Welcome to Azure Cloud Shell

Type "az" to use Azure CLI
Type "help" to learn about Cloud Shell

imlearning@Azure:~$ '

Bash v O 7?2 @ LMD

}
]
imlearning@Azure:~$ az account list-locations --out table
DisplayName Name RegionalDisplayName
East US eastus (US) East US
East US 2 eastus?2 (US) East US 2
South Central US southcentralus (US) South Central US
West US 2 westus?2 (US) West US 2
Australia East australiaeast (Asia Pacific) Australia East
Southeast Asia southeastasia (Asia Pacific) Scutheast Asia
North Europe northeurcpe (Europe) North Europe
UK South uksouth (Europe) UK South
West Europe westeurope (Europe) West Europe
Central US centralus (US) Central US
North Central US northcentralus (US) North Central US
West US westus (US) West US
South Africa North southafricanorth (Africa) South Africa North
Central India centralindia (Asia Pacific) Central India

3. Execute the following Azure CLI commands, to create a new
Azure resource group:

az group create --name [SUFFIX]-containersRG --location
<Azure Region Name of choice>

Bash vio ?2 @R OB
imlearning@Azure:~5| az group create --name PDT-containersRG --location westeurope

{

"id": "/subscriptions/e373a65a-188d-48df-860d-604d07a5790a/resourceGroups/PDT-containersRG",

"location": "westeurope",

"managedBy": null,

"name": "PDT-containersRG",

"properties™: {

"provisioningState": "Succeeded"

]!

"tags": null,

"type": "Microsoft.Resources/resourceGroups"”
}
imlearning@Azure:~5 |j
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4. Thisis followed by another Azure CLI command to create Azure
Container Registry:

az acr create --resource-group [Suffix]-containerRG
--name [SUFFIX]ACR --sku Basic --admin-enabled true

Bash vio ? @Bk

create --resource-group POT-containersRG --name POTACR --sku basic --admin-enabled true

true,
020-08-05T22:36:14.315678+00: 00",
~: false,

A=188d=4Bd! -8 60d-604407a5790a f resourceGroups/ POT=containeraiG/providers/Microsoft.Containerlegiatry/ registries/PDTACR®,

5. The nextinvolves connecting to the Azure Container Registry we
just created and pushing our Docker image into it. This relies on
the following command:

az acr login --name [SUFFIX]ACR --resource-group
[ SUFFIX]-containerRG

imlearningthzure: =5 [J

6. This means we have to execute the remaining commands from
our local lab jumpVM, instead of the Azure Cloud Shell. Since we
preloaded the Azure CLI on this machine, we can immediately
make use of it (FY], if you need to install this on your local
machine when not using the JumpVM, use the following link:
https://docs.microsoft.com/en-us/cli/azure/install-
azure-cli-windows?view=azure-cli-latest).

7. To validate the Azure CLI is installed fine, open a new
PowerShell window, and initiate the following command:

az
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E¥ Administrator: Windows PowerShell

Windows PowershelT - ]
copyright (C) 2016 Microsoft cCorporation. All rights reserved.

Ps c:\Users\labadmin> az

Welcome to Azure CLI!

Ggé_j;;_:H:_is_;;;_;;aiTabTE commands or go to https://aka.ms/cli.
Telemetry

The Azure CLI collects usage data in order to improve your experience.
The data is anonymous and does not include commandline argument values.
The data 1is collected by Microsoft.

You can change your telemetry settings with "az configure .

welcome to the cool new Azure CLI!

Use ‘az --version’ to display the current version.
Here are the base commands:

8. This confirms Azure CLI 2.0 is running as expected. We can
continue with our Azure Container Registry creation process. But
first, we need to “authenticate” our session to Azure, by running
the following command:

az login

E¥ pdministrator: Windows PowerShell
PS C:\Users\labadmin> az login

9. This opens your Internet browser and prompts for your Azure

admin credentials.
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PS C:\Users\labadmin> az login

22 https:/ flogin.microsoftonline.com/common/cauth2 fautherize?resy & ¢ Search..

¥ Sign in to your account x
Edit View Favorites Jools Help

Microsoft Azure

BY Microsoft
Sign in

imlearningaz@ outtcok.corﬂ X

No account? Create one!
Can't access your account?

Sign-in options

10. After successful login, the following information is displayed:

.: 104.46.114.166 - Remote Desktop Connection

e @ http://localhost8400/7code=AQABAAIAAADXZZ3ifr-GRBI O ~ & ¥ Install the Azure CLI for Windo.. & Login successfully X
You have logged into Microsoft Azure!

You can close this window, or we will redirect you to the Azure CLI documents in 10 seconds.

11. You can close the Internet browser.

12. When you go back to the PowerShell window, it will show you

the JSON output of your Azure subscription, related to this Azure
admin user.

EX Administrator: Windows PowerShell
PS C:\Users‘\labadmin> az login

Note, we have launched a browser for ¥ou to login. For old experience with device code, use "az login --use-device-code’
You have Togged in. Now let us find all the subscriptions to which you have access...

{
"cloudName": "Azurecloud",
"id": "0a407895- 40T SN BT TRAm—E.2G
"ispefault": true,
"name”: "Micrueiy e Spewesesiip”,
"state”: "Enabled”,
:tenanﬂt{i“: "706ENa. Sl S0 DT SEERE4DC",
user":

- 0 X

name": "i .-,
"type": "user"

1
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Note If you should have multiple Azure subscriptions linked to the same Azure
admin credentials, run the following Azure CLI command to guarantee you are
working in the correct subscription:

az account set --subscription "your subscription name here"

13. Let’s try to redo our Azure Container Registry process, by
executing the following command:

az acr login --name [SUFFIX]ACR --resource-group
[ SUFFIX]-containerRG

EX Administrator: Windows PowerShell - O X

PS C:\Users\labadmin>| az acr login
Argument 'resource_group_name
Uppercase characters are detected in the registry name. When using its server url in docker commands, to aveid authenti
ation errors, use all lowercase.

Login Succeeded

PS C:\Users\labadmin> _ |

--name PDTACR --resource-group PDT-containersRG

14. You can also validate the Azure Container Registry from the
Azure Portal.

Home

Container registries =

Default Directory

<+ Add == Editcolumns () Refresh

o Build, Run, Push and Patch containers in Azure with ACR Tasks

Subscriptions: Azure Pass - Sponsorship

Filter by name | Al resource groups ~ | | All locations V
1 items

[:| Name T, Type 1. Resource group TJ Location Ty

[:l ) POTACR Container registry PDT-containersRG West Europe

15. And validate the details of the Azure Container Registry resource.
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@ PDTACR »
Container registry
A Search (Ctrl+/) « — Move [?l Delete »'L;} Update
& Overview - <
Resource group (change) Login server
B Activity log PDT-containersRG pdtacr.azurecr.io
A 1 (1AM Locaticn Creation date
ceess control (1AM) West Europe 8/9/2020, 11:36 PM GMT+1
@ Tags Subscription (change) SKU
Azure Pass - Sponsorship Basic
& Quick start
Subscription ID Provisioning state
Events e373a65a-188d-48df-860d-604d07a5720a Succeeded

»

Task 5: Deploying and running Azure Container
Instance

1. Aswe now have connectivity toward ACR, we can push our
Docker image to it. There is however a dependency that the
name of our Docker image needs to have the name of the Azure
Container Registry in it. So we first need to update the Docker
image tag for our Docker image, by executing the following
command:

docker images (to get the image ID number)

EX Administrator: Windows PowerShell - [m]
S C:\Users\labadmin> docker images
EPOSITORY TAG IMAGE ID CREATED SIZE
cr.microsoft.com/dotnet/core/sdk 3.1-buster 852ed32b57d8 4 days ago 752MB
cr.microsoft.com/dotnet/core/aspnet 3.1-buster-slim 8a5fb7450a30 5 days ago 221MB
buntu latest le4467b87168 2 weeks ago 83.8MB
etender/simplcdotnet3l latest bc2ced8eetsl 2 weeks ago 398MB

[l 3.1 a weeks ago

docker tag bc2c [SUFFIX]ACR.azurecr.io/<nameyouwanttogive>

docker images (to validate the “new” image)
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‘ EX Administrator: Windows PowerShell - [m] x
PS C:\Users\labadmin> |docker tag bc2c pdtacr.azurecr.io/simplcdotnet3i A
PS C:\Users\labadmin> |docker images

REPOSITORY TAG IMAGE ID CREATED SIZE
mcr.microsoft.com/dotnet/core/sdk 3.1-buster @s52ed32bs7ds 4 days ago 752MB
mer.microsoft.com/dotnet/core/aspnet  3.1-buster-slim 8a5fb7450a30 5 days ago 221MB

ubuntu latest le4457be7108 2 weeks ago 83.8MB
pdtacr.azurecr.io/simplcdotnet3l latest bc2ced8eefsl 2 weeks ago 39eMB
pdetender/simplcdotnet3l latest bc2ced48eefsl 2 weeks ago 39eMB
mcr.microsoft.com/dotnet/core/sdk 5.1 80d2b8da2950 3 weeks ago 7

PS C:\Users\labadmin> _

Notice the image ID is identical, as technically, all we did was
create a clone with a new name.

2. Execute the following command to upload this image to the Azure
Container Registry:

docker push [SUFFIX]ACR.azurecr.io/<nameyouwanttogive>

EX Administrator: Windows PowerShell - O x

PS C:\Users\labadmin>|docker push pdtacr.azurecr.io/simplcdotnet31 A
The push refers to re . .

35c¢99434fc97: Retrying in 1 second

85da7522dc6€7: Pushing [ >] 1.62MB/1.02MB
a3ef768f6a34: Pushing [=====> ] 9.913MB/94.54MB
ec564de22418: Pushing [ >] €1.95kB/61.95kB
S5lac662debb3: Pushing [====> ] 2.38MB/28.53MB

d86ec58d3137: Waiting
8c3e868fe23a: Waiting
88680l1dffeea: Waiting
49b759454bb2: Waiting
95ef25a32043: Waiting

3. Wait for this process to complete successfully; depending on
Internet connection speed, this might take some time.

PS C:\Users\labadmin> docker push pdtacr.azurecr.io/simplcdotnet3l

The push refers to repository [pdtacr.azurecr.io/simplcdotnet3i1]

35c99434fc97: Layer already exists

@5da7522dc67: Layer already exists

a3ef768f6a34: Pushing [ >] 94.54MB/94,54MB
ec564de22418: Layer already exists

S5lac662debb3: Layer already exists

d86ec58d3137: Layer already exists

8c3ese8fe23a: Layer already exists

886801dffeea: Layer already exists

49b759454bb2: Layer already exists

95ef25a32e43: Pushing [ >] 8e.e7MB/8e.e7MB
latest: digest: sha256:19816a782092ca2e6c27329c973490d99377adbbe3958balfc2cc767@923¢cc70 size: 2425
PS C:\Users\labadmin> _
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4. From the Azure Portal » All services » Azure Container registries,

select the ACR you created earlier.

Home > Container registries >

Container registries <«

Default Directory
~+ Add == Edit columns

x
0 Build, Run, Push and Patch containers

in Azure with ACR Tasks

| Filter by name...

D Name T
[] & potacr

«» PDTACR | Repositories

Container registry

|/O Search (Ctrl+/) | « O Refresh

|P Search to filter repositories ...

Settings

Repositories T
Access keys

@ Encryption simplcdotnet31
» |dentity

‘g Networking

@ Ssecurity

B Locks

B3 Export template

Services

. Repositories
&% Webhooks
@ Replications

é Tasks

5. Click the <yourcontainername> repository, which opens the

specific details for this image, exposing its version (we used the

default version tag “latest,” but this could also be dev, test, v1.1,

v2.5, etc. in a real-life scenario).
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simplcdotnet31 X
Repository
() Refresh [i] Delete
Repository Tag count
simplcdotnet31

Last updated date Manifest count

8/10/2020, 1:36 AM GMT+1 1

O Search to filter tags ...
Tags Ty

atest

This completes this task, in which you created an Azure Container Registry (ACR),
tagged a Docker container image, and uploaded this to Azure Container Registry
repositories. In the next task, you will deploy this repository into a running state using

Azure Container Instance (ACI).

Task 5: Running an Azure Container Instance
from a Docker image in Azure Container Registry

1. From the Azure Container Registry, browse to Repositories,
select your repository, and click “latest”; from here, click the ...
next to latest, and choose Run instance.

TAGS

latest Create webhook &
Delete m
Untag

Run instance

Deploy to web app

2. This opens the Create container instance blade. Complete the
parameter fields using the following information:

o Container name: [suffix]simplcdotnet31 (or any other name you like)

e OS type: Linux
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o Subscription: Your Azure subscription

¢ Resource group: Select [SUFFIX]-containerRG as resource group
e Location: Same location as where you deployed ACR

Leave all other settings unchanged (one core, 1.5 GB memory,

public IP address Yes, and port 80).

Home > Container registries > PDTACR | Repositories > simplcdotnet31 >

simplcdotnet31 « Create container instance
Repository

O Refresh [ﬂl Delete Container name *

Repository | pdtsimplcdotnet31 ¢i

simplcdotnet31 p
Container image

Last updated date

8/10/2020, 1:36 AM GMT+1 ‘ pdtacr.azurecr.io/simplcdotnet31:latest ‘
i +

Tag count OS type
1 @D Windows )
Manifest count
1 Subscription *
S ‘ Azure Pass - Sponsorship ~ ]
L Search to filter tags ... ‘ Resource group *
Tags T ‘ PDT-containersRG v l
Create new
latest =t
Location *
I West Europe ~ |

Number of cores

K v]

Memory (GB) *
[ 15 |

Public IP address
Yes No

Port *

| 80
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3. Click OK to have the container instance created. Deployment
initialization kicks off.
mms |nitializing deployment... Running -
Initializing template deployment to resource group '‘PDT-containersRG'.

a few seconds ago

4. Follow the details by clicking the “Your deployment is underway”
from the Notifications area.

Home

. Microsoft.Containerinstance | Overview #

Deployment

£ Bearch (Ctrl+/] & B ete (&) Cancel (T} F () Refresh
(26 ] © O

fo Overview .
=== Your deployment is underway
B2 inputs

i Deployment name: Micros: nerinstance Start time: 8/10/2020, 3:15:03 PM
Cutputs &)

Subscription: Azure P, Correlation ID: 03f36%e2-b621-457d-94d0-2Teb37i981e0
kT Resource group: PDT-co
Template

- Deployment details (Download)

Resource Type Status Operation details

@ pdisimpledotnetit Microsoft.Containerinstance/co... Created Operation details

5. Wait for the deployment process to complete successfully, which
should typically be within a minute.

Home

. Microsoft.Containerlnstance | Overview =

Deployment

D Search [Ctrl+/ « [ Delete O o (T Redeploy () Refrech
= Overview i
@ Your deployment is complete
B inputs
. Deployment name: Microsoft.Containerinstance Start time: 8/10/2020, 3:15.03 PM
Outputs Subscription: Azure Pass - Sponsorship Correlation ID: 03f969e2-b621-457d-94d0-27eb3Ti081e0
Template Resource group: PDT-containersRG

~ Deployment details (Download)

. Mext steps

Go to resource
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6. Once the deployment is finished, click Go to resource; or open
the Azure Container Instance in the portal (All services »
Container instances), and browse to the ACI “instance” that just

got created.

cdotnet31 =

ontainerinstance | Overview

& pdtsimpl

W Preperties CrU & Memery 2
I e
Maonitaring
.i;" Metrics
B plerts
Support « troubleshooting
B New support request
I"‘f?""if?:. o o sk
0 24.5u

7. Copy the IP address for this Azure Container Instance, or directly
browse to it from your Internet browser, which should load your

application successfully.

A pdtsimpicdotnatdl - Micrasofi 2. X [ Home Page - SimpiComme: x el

e | 511445684 a9l

sllulsliCommerce

Sample data

Delete all current catalog data and create sample catalog

Customer Service Information SimplCommerce

The first ecommerce system built on NET Core.
Simple to use and easy to customize

Cross platform and Open source
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There’s the webshop again; similar to the “local” Docker container
behavior, it opens the home page, asking for a product offering.
While I'm not showing the outcome here, you already know how
this works.

8. Backin the Azure Portal » Azure Container instances blade,
browse to Containers under Settings. Within the Events tab,
there are more details about the running container itself, as well as
providing a view on the process of pulling the image and running it.

7. pdtsimplcdotnet31 | Containers

Ruedres

1 canta

Hame Image State Previous state Start time Restart count
erol (LAM) ptimpledatnes] poltacr azunecrio/simplodotnet . Running 2020-08-10T14:15:422 o

Settings
& Contminers

Identity

Events  FProperties

Propemes
. Display time zone (8} Local ime () UTC
B tLocks
B Expent [re— ts Type *4  First timestamp tL  Lasttimestamp Message ti| Count
Mantaring Stanted
& Mets Created o
o A Pulle

Warming B/10/2020, 315 PM GMT+1 B/10/2020. 3:35 PM GMT+ 1 Ermor ImagePullackOff

9. Next, click the Logs tab, showing you similar output from the
log-JSON option you used earlier by executing “docker inspect”
from the command line or selecting “Inspect” from the Docker
extension in Visual Studio Code.

Events  Properties l.ogsl Connect

1[40m[1m" [33mearn [39a7[22n[49m: Microsoft.AspNetCore.Da: ies.Fi y[se]
Storing keys in a directory °/root/.aspnet Keys' that may not be persisted outside of the container. Protected data will be unavailable when conta
r is destroyed.
([ 800 [ 1m0 [ 33msarn ) [39n0[22m 0 [40m: Wi t «.DataPr 1 [35]
Mo XML encryptor configured. Key { b6d5-248a- B39 -! may be persisted to storage in unencrypted form.
1[40m7 [ 1m0 [ 33mearn | [39a [ 22m ) [49m: Mi £t psPolicy directionMiddleware[3]
( Failed to determine the https port for redirect.
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10. Return to the Overview section of the Azure Container instances
blade, and notice the action buttons on top, allowing you to start,
restart, stop, or delete the container instance.

Home > Microsoft.Containerlnstance | Overview >

W pdtsimplcdotnet31 =

Container instances

I)O Search (Ctrl+)) I & [l" Start Q‘ Restart D Stop Delete O Refresh
ﬁ Overview Resource group (change) : PDT-containersRG
=] Activity log Status : Running
QR Access control (IAM) Location : West Europe
o Subscription (change) : Azure Pass - Sponsorship
ags
Subscription ID : e373a65a-188d-48df-860d-604d07a5790a

11. Nice to remember is that you don’t pay anything for a
“stopped” container, so it could become handy to stop the
container instance for now, saving a few bucks of your monthly

Azure bill.

> start Q' Restart I:l Stop @] Delete O Refresh

Stop container instances

Do you want to stop the container group 'pdtsimplcdotnet31'?
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12. Checking back from the instance Overview tab, notice the public
IP address is also “released” from the running instance.

[> stat C Restart [] Stop [m Delete O Refresh

Resource group (change) : PDT-containersRG 0S type ¢ Linux
Status : Stopped IP address —
Location : West Europe FQDN
Subscription (change) : Azure Pass - Sponsorship Container count : 1
Subscription 1D : e373a65a-188d-48df-860d-604d07a5790a
Tags (change) : Click here to add tags
13. Start the container instance again, by clicking the Start button;

wait a few seconds, and check on the updated settings. The

container instance got a new public IP address.
[> start ' Restat [] Stop [i] Delete | () Refresh
Resource group (change) : PDT-containersRG 0S type : Linux
Status : Pending IP address 1 20.50.156.30 (Public)
Location : West Europe FQDN
Subscription (change) : Azure Pass - Sponsorship Container count : 1
Subscription 1D : e373a65a-188d-48df-850d-604d07a5790a
Tags (change) : Click here to add tags

2
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14. This is probably not something you want in a production

environment, so let’s spin up a new container instance, this time
starting from the “+ Create Resource,” and search for “container
instance.”

= Microsoft Azure £ Search resources, services, and docs (G+/)

Home >

New

‘ £ container instancé

Container Instances

15. Confirm the creation, by clicking the Create button.

Home > New >

Container Instances <x

Microsoft

Microsoft
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16. Provide the necessary settings, following these information
guidelines:

Create container instance

Azure Container Instances (ACI) allows you to quickly and easily run containers on Azure without managing servers or having to
learn new tools. ACI offers per-second billing to minimize the cost of running containers on the cloud.
Learn more about Azure Container Instances

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
your resources.

Subscription * @ | Azure Pass - Spansorship ~ [
Resource group * (0 | PDT-containersRG ~ |
Create new

Container details

Container name * (D I pdtacisimplcdotnet31 \/I

Region * (O | (Europe) West Europe v [

O Quickstart images

Image source *

O Docker Hub or other registry

Registry * © | POTACR v
Image * @O | simplcdotnet31 % [
Image tag * @ | latest v [
05 type Linux

Size* © 1 vepu, 1.5 GiB memory, 0 gpus

Chanae size

< Previous l Next : Networking > |

o Subscription: Your Azure subscription
¢ Resource group: [SUFFIX]-ContainersRG
¢ Container name: Unique name for this container instance

¢ Region: Same Azure region as Azure Container Registry
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o Image source: Azure Container Registry

o Registry: <Your Azure Container Registry>
o Image: <Your Azure Container Repository>
o Image tag: latest

¢ OS type: Linux

e Size: 1 vcpuy, 1.5 GiB memory

17. Where this is similar to the previous way of deploying an Azure
Container Instance, only driven directly from Azure Container
Registry repositories, we take it a small step further by going
through some additional configuration parameters. Continue by
clicking the Next: Networking button

OS type Linux

Size* © 1 vepuy, 1.5 GiB memory, 0 gpus

Chanae size

Review + create < Previous ‘ Next : Networking >

18. From the Networking tab, notice the default networking type is
“Public,” allowing a direct connection from the Internet to your
running container instance. Switching this to “Private” allows you
to define what Azure Virtual Network and subnet you want to
deploy this container instance into.

To see this in action, select the jumpvmVNet.
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Basics  Networking  Advanced Tags  Review + create

Choose between three networking options for your container instance:

* 'Public’ will create a public IP address for your container instance.
* 'Private’ will allow you to choose a new or existing virtual network for your container instance. This is not yet available

for Windows containers.
* 'None' will not create either a public IP or virtual network. You will still be able to access your container logs using the

command line.

Networking type O Public @ Private O None
Virtual network * (O | jumpvmVNet N ]
Create new
Subnet * | Subnet (10.1.0.0/24) v |
Manage subnet configuration
Ports (@
Ports Ports protocol
80 TCP T

19. Although the subnet is automatically pulled up from the
JumpVMVNet settings, we cannot use this subnet to mix
container instances with virtual machines. This is also
emphasized from this error message (if you try to deploy this):
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Errors X

Summary | Raw Error

ERROR DETAILS E

The resource operation completed with terminal provisioning state 'Failed’. (Code:
ResourceDeploymentFailure)

- At least one resource deployment operation failed. Please list deployment
operations for details. Please see https://aka.ms/DeployOperations for usage
details. (Code: DeploymentFailed), { "error™: { "code":
"SubnetDelegationsCannotChangeWhenSubnetUsedByResource”, "message™:
"Delegations of subnet /subscriptions/e373a65a-188d-48df-860d-
604d07a5790a/resourceGroups/PDT-
JumpVMRG/providers/Microsoft.Network/virtualNetworks/jumpvmVNet/subne
ts/Subnet cannot be changed from [] to
[Microsoft.Containerinstance/containerGroups] because it is being used by the
resource /subscriptions/e373a65a-188d-48df-860d-
604d07a5790a/resourceGroups/PDT-
JumpVMRG/providers/Microsoft.Network/networkInterfaces/jumpvmnic/ipCon
figurations/ipconfig1.", "details": [] } } (Code: BadRequest)

20. Instead, click “Manage subnet configuration,” which redirects
you to the Azure VNet and Subnet settings. Here, add a subnet, by
clicking the + Subnet button.

Home > New > Container Instances » Create container instance >

¢.> jumpvmVNet | Subnets

Virtual network

l,i) Search (Ctrl+/) | « —[— Subnet —|— Gateway subnet O Refresh

A

4> Qverview —
[/O Search subnets

B Activity log

A Access control (IAM) Name Ty IPvd4 Ty

® Tags Subnet 10.1.0.0/24 (250 available)
& Diagnose and solve problems
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21. From the Add subnet blade, provide the following parameters:
e Name: ACISubnet
e Addressrange: 10.1.1.0/24

Leave all other default settings, and confirm by clicking OK.

Add subnet X
jumpvmVNet

Name *

| ACISubnet /l

Address range (CIDR block) * @
| 10.1.1.0/24 /|
10.1.1.0 - 10.1.1.255 (251 + 5 Azure reserved addresses)

NAT gateway O

{ None v I

D Add IPv6 address space

Network security group

l None A I
Route table
l None v I

Service endpoints

Services (D

l 0 selected v

Subnet delegation

Delegate subnet to a service ©

None N
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22. Refresh the list of subnets; notice the ACISubnet will be in
the list now. Next, click “Create container instance” from the
breadcrumbs link in the portal, which brings you back to the

Azure Container Instance creation wizard.

Home > MNew > Container Instances II Create container instance > I

¢.» jumpvmVNet | Subnets

Virtual network

|,O Eearch (Ctrl+/) | « + Subnet —I— Gateway subnet O Refresh
&> Qverview =
I L Search subnets
E Activity log
An Access control (IAM) Name Ty IPvd Ty
® Tags Subnet 10.1.0.0/24 (250 available)
ﬁ Diagnose and sclve problems ACISubnet 10.1.1.0/24 (251 available)
23. This time, select the ACISubnet in the Network and Subnet
settings.
Networking type O Public @ Private O None
Virtual network * (O | jumpvmVNet v |
Create new
Subnet * © | ACISubnet (10.1.1.0/24) v |

Manage subnet configuration

24. Move on to the next step in the ACI creation wizard, by clicking
the Next:Advanced button. Here, one can specify when a
container should restart, where the default is On failure, but
could also be Always or Never.

In the Environment variables section, one could provide
specific application variables, for example, to identify dev/test or
production settings, database connection strings, and the like.
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Basics  Networking Advanced Tags  Review + create

Configure additional container properties and variables.

Restart policy O On failure ~
. . On failure
Environment variables
Key Always
Never
Command override @O ]

Example: [ "/bin/bash”, "-c", "echo hello; sleep 100000" ]

25. That’s all we need to configure here; continue the deployment by
clicking the “Review + create” button and confirming “Create”
once more by clicking the button. This will kick off the creation
of the second Azure Container Instance.

. Microsoft.Containerinstances-20200810184532 | Overview =

Deployment

|2 Bearch ctrien | « o} ® cancel (T () Refresh

e Overview 0 We'd love your feedback! =3

B Inputs

Outputs === Your deployment is underway

Template

Deployment n
Subscription:
Resource group: PDT

e Microsoft Containerinstances-20200810184532 Start time: 8/10/2020, 6:55:24 PM
4 ponsorship Correlation ID: aalcccOf-BTac-4848-b103-f4ddT15982a9

# Deployment details (Download)

Resource Type Status Operation details
@ pdusimplaci Micrasoft Containerinstance/co... Created Operation details
@ pdisimplaci-networkProfile Microsoft Network/networkProf... Created Operation details
@ Microsoft. Containerinstances-202 Microsoft Resources/deployme...  OK Operation details

26. After about a minute, the private Azure Container Instance is
ready; nothing is really different than before, besides that the IP
address is now an internal IP range-based one; this would mean
the containerized workload is reachable from within the JumpVM
itself.
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Home > Microsoft.Containerinstances-20200810192710 | Overview >

e privsimpl =

l * Search (Ctrl+/) ] “* tart ' Restat [J stop [i] Delete () Refresn

8 overview

POT-containersRG 05 type

B Activity log

- Wast

urap FQDN
Ba Access control (IAM) ope

] Tags

: @373a65a-188d-48df-860d-604d07a5730a

27. (If not already) Open an RDP session to the JumpVM server,
and once logged on, connect to the IP address of this Azure
Container Instance from your browser.

B Home Page - SimplCommerce X 4

<« C @ Notsecure| 10.1.1.5
Use this space to summarize your privacy and cookie use policy - Accept

Sample data

Delete all current catalog data and create sample catalog

Industry ~ Phones ~ m

Customer Service Information SimplCommerce

The first ecommerce system built on .NET Core.
Simple to use and easy to customize

Cross platform and Open source

28. Nice, achievement unlocked!

: Running P address

Azure Pass - Sponsorship Container count

CLUL SN VITIIICILE  Search here.. All Cateqgories o < |

Linux

10.1.1.5 (Private)

This completes this task, in which you learned about Azure Container Instance

for public Internet-facing running workloads, as well as internal/private running

ones.
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Task 6: Deploying and operating Azure Web App
for Containers

Another method to run containerized workloads in Azure Platform as a Service outside
of Azure Container Instance is Azure Web App for Containers. Easily said, it gives you
all (or most) of the Azure Web Apps features, but instead of publishing source code, you
publish and run a Docker container.

Main differences compared to Azure Container Instance are that it allows for
scalability, supports deployment slot swapping, and is linked to App Service plan
consumption costs, instead of ACI running costs.

That’s what you will deploy and run in this task.

1. Start from the Azure Portal » Create New Resource »
Web App.

Home > New >

Web App

Microsoft

Web APPSO save for latei

Microsoft

2. Click the Create button to open the Create Web App blade.
Complete the required parameters as follows:

e App name: [suffix]contwebapp.azurewebsites.net

- Resource group: [SUFFIX]-ContainerRG

e -0S:Linux

- Publish: Docker Image

o - Region: Same region as Azure Container Registry
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Create Web App

Basics Docker  Monitoring  Tags  Review + create

App Service Web Apps lets you quickly build, deploy, and scale enterprise-grade web, mobile, and APl apps running on
any platform. Meet rigorous performance, scalability, security and compliance requirements while using a fully managed

platform to perform infrastructure maintenance. Learn more &

Project Details

Select a subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage

all your resources.

Subscription * @ [ Azure Pass - Sponsorship v ]
Resource Group * (O | PDT-containersRG v |
Create new
Instance Details
Name * | pdtcontwebapp Ve
.azurewebsites.net
Publish * O Code @ Docker Container

Operating System *

O Windows

Region *

| West Europe
@ Not finding your App Service Plan? Try a different region.

3. You also need to define the App Service plan parameters.

4. For the Service plan parameter, click Create new.
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Select a plan for the web app

o your app.

Create new

An App Service plan is the container for your app. The App Service plan settings :
will determine the location, features, cost and compute resources associated with !
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5. Complete the required parameters for the App Service plan as
follows:

e App Service plan: [SUFFIX]|contwebappPlan.

o Location: Same region as where you want to deploy the Azure
Web App.

e Pricing tier: Select the Premium V2 P1v2 plan.

App Service Plan

App Service plan pricing tier determines the location, features, cost and compute resources associated with your app.
Learn more &

Linux Plan (West Europe) * O { (New) pdtcontwebappplan ~

Create new

Sku and size * Premium V2 P1v2
210 total ACU, 3.5 GB memory
Change size

6. And confirm the plan with OK. Click Next:Docker to continue the
configuration steps.

7. While we could use the same container from Azure Container
Registry as in the previous task, let’s try something with Public
Docker Hub this time, showing you running container instances
on Azure (in any supported way) doesn’t require Azure Container
Registry.

Complete the following settings and parameters:
— Options: Single Container

— Image Source: Docker Hub

— Access Type: Public

— Image and tag: pdetender/simplcdotnet31
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Basics  Docker  Monitoring Tags  Review + create

Pull container images from Azure Container Registry, Docker Hub or a private Docker repository. App Service will deploy
the containerized app with your preferred dependencies to production in seconds.

Options I Single Container v ‘

Image Source | Docker Hub ~ ‘

Docker hub options

Access Type * l Public ~ l

Image and tag * | pdetender/simplcdotnet31| ¢|

Startup Command @ [ l

8. Confirm the creation by clicking the Review + create button.

9. Click the Create button to start the deployment of the Azure Web
App for Containers.

10. Follow up on the deployment from the Notifications area.

11. Once deployed, browse to the [suffix]contwebapp Azure
resource, which opens the detailed blade.

101t Web-WebApp-Portal-b36Te14-9641 | Overview

@ pdtcontwebapp =

O Bowse [ 508 © Restmt @ Deeie & Getpubihpratie 12 et publh profle 2 S a5 ourledbock

@ Overview

B Activity log Sttt Running
B, Access controd (1AM)
* g

£ Disgrose and solve problems

5318844848 B60C- 604807457900 FIPS hostname Pipsfwaws-prod-am2-331.Mp aturewebsites windows net /site

12. Click the URL which opens your default Internet browser. The
containerized webshop workload should be up and running once

more.
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c @ pdtcontwebapp.azurewebsites.net

Use this space to summarize your privacy and cookie use policy. - Accept

CAL U~ VIS LT Search here All Cateqories

Sample data

Delete all current catalog data and create sample catalog

Industry  Fashion ~

Customer Service Information SimplCommerce

The first ecommerce system built on .NET Core.
Simple to use and easy to customize

Cross platform and Open source

13. Go back to the Azure Portal, which still has your Azure Web App
for Containers open; here, browse to Settings » Container
settings and look at the Logs section. This shows the different
steps undergoing to get the container running.

Settings

. . 2020.08-10T18$0:10.L44Z INFQ - TE4a11902408 Pul comelete
| W Container settings 1RSI0 SATZ INFO - Digest: sha25619816aTR2082ca2e6c27120c3T 14S0903 7T actbbe 3058ba e 2o T6T092 3ec T

TBS010 6162 INFO - Status: Downloaded newer image for pdetender/simpledatnet’ 1 atest

T18S0106242 INFO - Pull Image successhul, Time taken: 0 Minutes and 34 Seconds

v"|063-l" INFO - Starting container for site

) - decker d -p 366180 --name pdtcontwebapp 0 B747e8d9 -¢ WEBSITES_ENABLE APP_SERVICE STORAGE=false -¢ WEBSITE_SITE_NAME«= pdtcontwebapp ¢
WEBSITE_AUTH_ EM‘E.I:D:F-» ~¢ PORT =80 -« WEBSITE_ROLE_INSTANCE ID=0 -» n‘liSSIYE CSTNAME = pdicontwebapy Da ure ea« s e

WEBSITE_INSTANCE_ID=81a3e10dbbIbblatc 7356004 1089222 164781380 EcebdBS 1bbE 14972406 pde

tieation | Autharization

14. For me, this is yet another benefit compared to Azure Container
Instance, which is not giving you the same level of detail on what's

happening with the container during the creation of the web app
itself, or at least not this easy.

This completes this task, in which you got introduced to Azure Web App for
Containers.
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Summary

In this lab, you learned about installing Docker Enterprise for Windows Server.

Next, you learned the basics of running Linux-based Docker images and containers,
followed by executing several Docker commands that are common when operating
Docker images and containers, as well as how Visual Studio Code extension for Docker
could help you as well.

In the following tasks, you pushed the Docker container to Azure Container Registry
and deployed a container instance running the image. You also learned how to deploy
Azure Web App for Containers, validating each process was working fine and offering a
running e-commerce platform.
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Lab 6: Deploying and
Running Azure
Kubernetes Service (AKS)

What You Will Learn

In this lab, you will learn what it takes to deploy an Azure Kubernetes Service (AKS),
create a Kubernetes YAML deploy file, and run the Docker-containerized webshop
application within the AKS cluster.

Time Estimate

This lab should take about 45 min to complete.

Prerequisites

This lab continues on the deployments from Lab 5; make sure you successfully
completed that lab before starting with this one.
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Scenario Diagram

o

- .-. Azure Kubernetes Service -
Azure Container Registry (AKS)

4
o

Task 1: Deploying Azure Kubernetes Service using
Azure CLI 2.0

Note AKS deployment is working awesome from the Azure Portal, as well as
from Azure CLI. To make it easy, let’s switch back to Azure Cloud Shell (Bash) and
run the deployment from there.

1. From the Azure Portal, open Azure Cloud Shell and select Bash.

Pl Iy Q & 7 ©

2. Run the following command to create a new Azure resource
group:

az group create --name AKSNativeRG --location
<yourregionofchoicehere>
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Bash V(')Q@EBEI{}[}

imlearning@ﬂzure:~q az group create --name AKSNativeRG --location westeuropel

{

"id": "/subscriptions/e373a65a-188d-48df-860d-604d87a5790a/resourceGroups/AKSNativeRG",
"location": “"westeurope”,

"managedBy": null,

"name": "AKSNativeRG",

"properties”: {

“provisioningState”: “Succeeded"

},

"tags": null,

"type": "Microsoft.Resources/resourceGroups”
}

imlearning@Azure:~$

3. Next, run the following command to deploy the actual Azure
Kubernetes Service resource:

az aks create --resource-group AKSNativeRG --name
AKSCluster --node-count 2 --enable-addons
monitoring --generate-ssh-keys

Bash ~ o ? &0
imlearning@zure: - az aks create --resource-group AKSNativeRG --name AKSCluster --node-count 2 --enable-addons monitoring --generate-ssh-keys |
* /home/ielear 1d_rsa’ and ~jhome;imle ~sshjid_rs have ed under

SSH key files

! r ~/.55h to allow S5H access to the W. If using machines without
permanent storage like Azure Cloud Shell without an attached file share, back up your keys t

Finished service principal creation[ ] 160.000e%

This command starts with creating the service principal, and
moving on with the actual AKS deployment. Note this first part of
the process (after creating the service principal) is not showing
any output and looks like it’s hanging. But it is running fine in
the background though. After a few minutes, the status changes
to Running, which means the actual AKS resources are getting
created now. You can validate this from the Azure Resource
groups view in the portal, where a new RG got created, MC_<nam
eof AKSRG>_<nameofAKSCluster>_region.
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i 5 . West Europe
| O | Whst Kurope
s West Europe
O = West Europ:

Ow

o >

urei-§ az aks Create --resource-group AKSNAtIVERG --name AKSCluster --node-count 2 --

SSH key files '/home/imlearning/.ssh/id_rsa® and ‘/home/imlearning/.ssh/id_rsa.pub’ have been generated um
permanent storage like Azure Cloud Shell without an attached file share, back up your keys to 3 sa
Finished service principal creation[ 188,

--generate-ssh-keys

[]- Running ..

4. Open this resource group, where you can see the different Azure
resources forming the Kubernetes cluster infrastructure getting
created. (This might take away the magic of AKS a little bit, since
technically it is a collection of traditional Azure IAAS components,
like virtual machines, virtual network, load balancer, etc.)

() MC_AKSNativeRG_AKSCluster_westeurope =

lf‘ hmrﬂ Ctrl+/) ] “« + Add == Edit columns E‘J Delete resource group O Refresh —> Move < ExporttoCSV

)
=]

=] Overview Deployments

1 Succeeded
B Activity log

Subscription ID

‘b\ Access control (IAM) e373a65a-188d-48df-860d-604d07a57%0a
® Tags Tags (change)
Click here to add tags
Events 2
Settings Filter by name. Type == all Location == all X +7 Add filter
& Quickstart " -
Showing 1 to 6 of 6 records. D Show hidden types (O No grouping
© Resource costs
D Mame T Type T4
é. Deployments
aks-agentpool-20945056-ns Metwork security grou,
_— O @ aks-agentp S6-nsg y group
Ja Qg
. 2 aks-agentpool-20945056-routetable Route table
£ Properties D . Lol
D W aks-nodepool1-20945056-vmss Virtual machine scale set
£ Locks

5. After about 10 minutes, the AKS resource has been created,
as you can notice from the Cloud Shell window, showing you
detailed JSON output with all related parameters and settings of
the created service.

190

Open query

'

Location T4
West Europe
West Europe

West Europe

pr =f.55h to allow SSH access to the WM. If using machines without

List vis



CHAPTER 8  LAB 6: DEPLOYING AND RUNNING AZURE KUBERNETES SERVICE (AKS)

"loadBalancerSku": "Standard”,
"networkMode”: null,
"networkPlugin": "kubenet",
"networkPolicy": null,
"outboundType": "loadBalancer",
"podCidr": "1@.244.0.0/16",
"serviceCidr": "10.0.0.0/16"
1,
"nodeResourceGroup”: "MC_AKSNativeRG_AKSCluster_westeurope"”,
"privateFqdn": null,
"provisioningState": "Succeeded",
"resourceGroup”: "AKSNativeRG",
"servicePrincipalProfile": {
"clientId": "796c67a7-784a-46c7-a453-5075f2dc3162",
"secret": null
1,
"sku": {
"name": “"Basic",
"tier": "Free"
}s
"tags": null,
"type": "Microsoft.ContainerService/ManagedClusters”,
"windowsProfile": null
}
imlearning@Azure:~$%
imlearning@Azure:~$%
imlearning@Azure:~$ []

6. You can also validate this deployment from the Azure Portal, by
browsing to your Kubernetes Service.

(%) AKSNativeRG »

ource group

[_- 5. ] « {- Add == Editcolumns [i] Delete resource group () Refresh —3 Move 4 Exportto €SV ™5 Open guery
sl Overview Deployments
Az Mo d
B Activity log
%’-‘\ Access control (LAM) #373a65a-188d-48df-860d-604d07a5790a
® Tags
ags
Events :
Settings Filter by name. Type == all X Location == all X 5 Add filter
& Quickstart . 5 .
Showing 1 to 1 of 1 records. D Show hidden types (O Mo grouping ~ List view
€ Resource costs
= [:‘ Name T Type TL Location Ty
= Deployments
|:| = AKSCluster Kubemetes service West Europe

Policies
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Bash

7.

Now that you have the Kubernetes cluster up and running, lets

start with connecting to the Kubernetes environment and

validating it is running ok, by performing the following steps:

az aks get-credentials -g AKSNativeRG -n AKSCluster

v O 2?2 @l OB

imlearning@Azure:~$iaz aks get-credentials -g AKSNativeRG -n AKSCluster i

Merged "AKSCluster" as current context in /home/imlearning/.kube/config
imlearning@Azure:~$ l

Bash

(Notice how you got introduced to the shorter naming convention

of Azure CLI parameters, -g instead of - -resourcegroup or -n
instead of - -name. ©))

Next, validate the functioning by checking the nodes, using
kubectl. kubectl (Kube Control) is the command-line

management and operations tool for Kubernetes and already

integrated in Cloud Shell; if you want to manage your AKS cluster
from your local machine, you need to install this kubectl tool first,
following the guidelines in https://kubernetes.io/docs/tasks/

tools/install-kubectl/:
kubectl get nodes

vio ?2 @M OB

imlearning@Azure:~$|kubectl get nodes
NAME
aks-nodepooll-20945056-vmss0eeeee  Ready agent  7m58s
aks-nodepooll-20945056-vimsse@0eel  Ready agent 8m7s
imlearning@Azure:~$ l

STATUS  ROLES  AGE

VERSION
vl.16.13
vl1.16.13
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9. Asyou can see here, we have two nodes running, identified with
vmss000000 and vinss000001; this is the default name for Azure
Virtual Machine scale sets. This immediately tells you AKS is ready
for scale. I'll guide you through how to do that in a later task.

This completes the task in which you deployed Azure Kubernetes Service using
Azure Cloud Shell. In the next task, you learn how to integrate with Azure Container
Registry, picking up your container image to have your containerized workload running
in Kubernetes POD, which is the terminology for a running container in Kubernetes or a
collection of containers.

Task 2: Configuring RBAC for managing Azure
Kubernetes Service and ACR integration

In the previous step, you deployed the AKS infrastructure and the AKS as a Service
resource in Azure. Using the kubectl get nodes, you validated the underlying Kubernetes
infrastructure is up and running.

Before we can have Kubernetes picking up Docker images from the Azure Container
Registry you deployed earlier, we need to define Azure RBAC (Azure Role-Based Access
Control) permissions for the Kubernetes resource to allow this. You need to create a
service principal object in Azure Active Directory for this, which reflects an identity
object for the AKS cluster.

1. Create the service principal as follows, from within your Azure
Cloud Shell window:

az ad sp create-for-rbac --skip-assignment -n
AKSClusterSP

Bash v b 2 & MO
|
imlearning@Azure:~$ az ad sp create-for-rbac --skip-assignment -n AKSClustersP
Changing "AKSClusterSP™ to a valid URI of "hitp://AKSCIusterSP", which is the required format used for service principal names

"appld”: "5997abc5-5¢3 p2",
“displayName”: "AKSClustersP”,
“name”: “http://AKSClustersP”,
“password”: “eW_UBZTbué: a0ot",
“tenant™: “dibeee3e-bsef o

imlearning@Azure:~$ .

193



CHAPTER 8  LAB 6: DEPLOYING AND RUNNING AZURE KUBERNETES SERVICE (AKS)

Since we need parts of this information later on, it might be good
to copy this to a Notepad doc for easy retrieval.

2. This command creates an application ID and provides display
name and tenant information that you'll need later on in the
Kubernetes YAML file (similar to the Dockerfile we used earlier,
but for Kubernetes deployments).

3. Nextitem information we need is the full Azure resource ID for
our Azure Container Registry. This information can be retrieved
using the following command:

az acr show --name [SUFFIX]JACR --query "id" --output
table

Bash ~ (')?{“JI]‘.I"ﬁ{}}

1
imlearning@Azure:~$ az acr show -n pdtacr --query “id” --output table |

Result

/subscriptions/e373a65a-188d-48df-860d-684d87a5790a/ resourceGroups/POT -containersRG/providers /Microsoft. ContainerRegistry/registries/POTACR
imlearning@nzure:~§ |

Copy this information into your Notepad doc as well, since you'll

need this information later on.

4. Next, assign the contributor role for the previously created
“appid” service principal object to this Azure Container Registry
resource, by executing the following command:

az role assignment create --assignee "appid" --scope
"ACRid" --role contributor

This maps like this in my environment (replaced some characters
for security reasons):

az role assignment create --assignee "ae0ad426-af05-
436a-0000-00000000" --scope "/subscriptions/0a407898-
c077-0000-0000-7142000000000/resourceGroups/ADS-
dockerRG/providers/Microsoft.ContainerRegistry/
registries/ADSACR" --role contributor
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B~ 0 ? QDM 0D — o x

imlearningBAzure:-§ az role assigneent create --assignee 5997abch-5¢33 22 --scope ~/subscriptions/e3732653-188d -40dT M AT RN MeSOURCeGrOUpS/POT -
containershG/providers/Microsoft . ContainerRegistry/registries /POTACR™ --role contributor

“canDelegate”: null,

"id": =/subscriptions/e373a65a-188 1o/ resourcelroups,/POT- contalnershE/ provider s/Microsoft . ContainerRegli stry/registries /PDTACR/ providers Microsoft  Autha
rization/roleAssigrments /FEcdlsoc-c] 1367,

“name”: “fEcdiS9c-cB12 -t k6",

“principalld®: “d5ScchifeiisbiietoibinbSintimn i ,

“principalType”: “ServicePrincipal®,

“resourceGroup”: “POT-containersRG™,

“rolebefinitionIc®: °/subscriptions/e373a65a-188d-48df- /providers/Microseft. Authorization/rolebefinitions/b24988ac -6180-4230- abB8- 20738 2dd24c”,
“scope”: °/subscriptions/ei73a65a- Ba/resourceGroups/POT- containersiG/providers /Micrasaft .Containerfeglstry/registries /POTACR™,

“type™: “Microsoft.huthorization/releassignments”

}
imlearning@Azure:~§

5. We also will instruct kubectl (the Kubernetes cluster actually, by
using kubectl) to use a secret, which will be used to get access to
the Azure Container Registry, using the following command:

kubectl create secret docker-registry acr-auth --docker-
server <yourACR>.azurecr.io --docker-username 6956b3da-
0000000 (Appid here) --docker-password a90497d6-
69€a-000000 <app password here> --docker-email <your
email address here>

Bash vio T iDb - O %
}.mlcarnlnﬁntur::*! kubectl create secret docker-reglstry acr-auth --docker-server pdtacr.azurecr.io --docker-usernime S997abeS-5c38-5 . ___ 1] "UOC.‘(GF'DGSMM -
eW_UBZThubzH % --docker-email imleevivingaz@outlook.com

seCretyacr-auth created
imlearning@arure:-3$

Here is some explanation of the command information:

— kubectl create secret: The command to create a secret.
— docker-registry: Secret is of type “docker registry.”

— acr-auth: A name you allocate to this secret.

— docker-server: Azure Container Registry is a docker-compatible
registry.
— docker-username: Identifies the service principal object that has

permissions.
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— docker-password: Identifies the password of the service
principal object.

— docker-email: The email account, which could be a Docker
account, but I'm using the Azure admin account email here.

With all the back-end information and the RBAC service principal and permissions
in place, we can build our YAML deployment file for Kubernetes. Key information in
here is the name of your Azure Container Registry, the container image filename that
you want to push to the Kubernetes cluster, and what port the container should run on,
as well as specifying what kubectl credentials you want to use.

This will be performed in the next task.

Task 3: Running a Docker container image
from Azure Container Registry in Azure
Kubernetes Service

1. On the lab jumpVM, open Visual Studio Code. Browse to the
source folder you used before, open the Kubernetes subfolder,
and check for a file kubernetes.yml.

The content looks similar to this:

196



CHAPTER 8  LAB 6: DEPLOYING AND RUNNING AZURE KUBERNETES SERVICE (AKS)




CHAPTER 8  LAB 6: DEPLOYING AND RUNNING AZURE KUBERNETES SERVICE (AKS)

2. Note several parameters that are important for a successful
deployment:

- name: anothercontapp2 (this is just a random name you can
decide on for the POD in AKS).

- replicas: 5 (this defines how many instances of this container
image we want to run within the AKS cluster).

- image: pdtsimplacr.. points to the Azure Container Registry
and Docker images we pushed earlier (and the same one we ran
in Azure Container Instance).

- port: 80 (specifies what port the app container should run on).
- imagepullSecrets name: The name of the RBAC contributor.

3. Replace the following sample parameters in this kubernetes.yml
file with the actual values of your running environment:

- name: firstsample (replace this consistently for all “name”
parameter settings)

- image: [suffix]acr.azurecr.io/simplcdotnet31:latest

(To find the correct image URL, go to the Azure Container Registry
resource » Repositories, select the pushed container image,
and select latest.) You can grab the full URL from the Docker

command option here.

simplcdotnet31 mp simplcdotnet3t:latest

Docker pull command [[Gotker patpctacr asurecr afsmalcdotretTiatest_|

Manifest
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Note A full-production YAML file for Kubernetes is probably looking more
complex than this, but this is the baseline you need to see it in action.

4. The updated kubernetes.yml file should now look similar to
this (for my environment):

1 apiVersion: apps/vilbetal
2 kind: Deployment
3 metadata:
4 name: firstsample
5 spec:
6 replicas: 5
74 strategy:
8 rollingUpdate:
9 maxSurge: 1
10 maxUnavailable: 1
11 minReadySeconds: 5
12 template:
13 metadata:
14 labels:
15 app: firstsample
16 spec:
17, containers:
18 -_hame: firstsample
19 image: pdtacr.azurecr.io/simplcdotnet3l:latest
20 ports:
21 - containerPort: 80
22 imagePullSecrets:
23 - name: acr-auth
24
25
26 -
27 apiVersion: vi
28 kind: Service
29 metadata:
30 name: firstsample
31 spec:
32 type: LoadBalancer
33 ports:
34 - port: 8@
35 selector:
36 app: firstsampld
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5. Save the updated file.

6. As this file was edited on the local JumpVM, but we are running
the AKS cluster operations from within Azure Cloud Shell, you
need to upload this file first. From the Azure Cloud Shell window
in the browser, select the “Upload/Download files” icon.

o™ LI LI

Bash v i O 2?2 @ [a 9 O B

Requesting a Cloud Shell.Succeldded.
Connecting terminal...

imlearning@Azure:~$%

7. Browse to the kubernetes.yml file on the JumpVM disk.
c:\2tierazuremigration\kubernetes\kubernetes.yml is the default

location.

8. Wait for the upload to complete.

Barsh vioTenn DR

Requesting a Clowd Shell.Succeeded.
Connecting terainal...

imlearning@izure:-$ []

9. Running “dir” or “Is” in the Cloud Shell to get a list of items

shows a successful upload.

Bash v O 2?2 M D

imlearning@Azure:~$ 1s
clouddrive kubernetes.yml

imlearning@Azure:~$ |
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10. Next, run the deployment of this Kubernetes Service, by using
the following command:

kubectl create -f Kubernetes.yml

Bash v o 7?2 & Lo OB

imlearning@Azure:~$% kubectl create -f kubernetes.yml

service/firstsample created

error: unable to recognize "kubernetes.yml": no matches for kind "Deployment” in version "apps/vlbetal”
imlearmi zures~$dir

clouddrive kubernetes.yml

imlearning@Azure:~$

11. Asyou can see, this throws an error message, related to the
version of the deployment being used. This means we need to
update our kubernetes.yml file once again. Instead of going back
to the JumpVM Visual Studio Code and uploading the file again
to Cloud Shell, let me introduce you to some “cloud magic” ,
running VS Code directly from within Azure Cloud Shell.

12. Run the following command in Cloud Shell:
code Kubernetes.yml

This directly opens VS Code from within the shell itself! How nice!

Bash v ?2 MO0 D

1 !inersion: apps/vlbetal

2 kind: Deployment
3 metadata:

4 name: firstsample
5 spec:

6 replicas: 5
7 strategy:

8 rollingUpdate:

9 maxsSurge: 1

10 maxUnavailable: 1
11 minReadySeconds: 5

12 template:

clouddrive kubernetes.yml
imlearning@Azure:~$ code kubernetes.yml
imlearning@Azure:~$ []
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13. Update the parameter apiVersion to “apps/v1.

14. Once edited, click the ellipsis (three dots) in the right-hand
corner of Cloud Shell, and select Save (or press Ctrl-S).

Ctrl+P

F1

15. Before we can initiate a new deployment, we need to
make another update to this YAML file, that is, the name of
the deployment. Although the earlier deployment failed, it
is registered as a deployment in Kubernetes. Running this
deployment again will throw another error, saying the name is
already in use.

Therefore, replace the “firstsample” name to “secondsample” (in
all locations).

The easiest way to do this is through Find/Replace; press Ctrl-H,
which opens up the Find/Replace popup (similar to your local
running instance of VS Code, but all done from within the Cloud
Shell - yes, this is an almost full running instance in the browser!).

kdermstesyl
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16. Save the changes from the Find/Replace, and once more save the

file.

17. Close the VS Code instance by pressing Ctrl-Q or selecting the
ellipsis and choosing Close Editor.

18. Initiate a new deployment, by running kubectl create -f
Kubernetes.yml again; notice this time, the deployment
succeeds.

Bash v o ?2 @ MO

imlearning@Azure:~$ kubectl create -f kubernetes.yml
deployment.apps/secsample created

service/secsample created

imlearning@Azure:~$

19. While this confirms a successful “deployment” task, it doesn’t
mean the containerized workload is already up and running. But
you can follow/validate this process, running some other kubectl
commands:

kubectl get pods

Bash v O 2?2 @M 0D

imlearning@Azure:~$ kubectl get pods

NAME READY STATUS RESTARTS AGE
secondsample-6dcc99ff4af-7cqvd 1/1 Running © 11m
secondsample-6dcc99ff4f-87xch 1/1 Running © 11m
secondsample-6dcc99ffaf-9zrkc 1/1 Running © 11im
secondsample-6dcc99ff4f-ctwnk 1/1 Running © 11m
secondsample-6dcc99ff4f-rpr7m 1/1 Running © 11m
secsample-6fbfc856cf-8vgpb 1/1 Running © 4m45s
secsample-6fbfc856cf-fwkks 1/1 Running © 4ma5s
secsample-6fbfc856cf-jb57k 1/1 Running © 4m45s
secsample-6fbfc856cf-m5Sbf8 1/1 Running © 4m45s
secsample-6fbfc856cf-t4raf 1/1 Running © 4m45s

T e— o
“Himlearning@Azure:~%
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The reason why it shows five running PODs here is because we
defined the replicas parameter in the YAML file (I'll drill down on
this high availability/scalability in Chapter 9).

Note If you should see an error message here, it is most probably related to not
having defined the ACR authentication correctly.

20. One can also check the actual container services, by running the

following command

kubectl get services

Bash v O 2?2 &L OB

imlearning@Azure:~$ kubectl get services

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
firstsample LoadBalancer 10.0.179.30 20.50.161.123 80:30227/TCP  45m
kubernetes ClusterIP 10.0.0.1 <none> 443/TCP 132m
secondsample LoadBalancer 10.0.132.152 20.50.215.134 8@:32485/TCP  31m
|secsample LoadBalancer 18.8.251.121 52.236.157.25 80:32477/TCP Sm26s |

imlearning@Azure:~$

or checking for more details for a specific running service:

kubectl get service --watch

Bash v O 2?2 LMD

im1earning@Azure:~$|kubectl get services secsample --watch]
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
secsample LoadBalancer 10.0.251.121 52.236.157.25 80:32477/TCP

AGE
7m3s

21. Wait for the service to receive an external IP address, which
would mean the POD is fully up and running in AKS. From
here, you could open your browser and connect to the public IP
address, revealing the e-commerce sample application!
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Note This can take another few minutes before the app is actually fully loaded,
no panic if it is not showing up immediately!

o x
A, simplcdotnet3i:latest - Microsof 3 B Home Page - SimplCommerce ® +

« C @ Notsecure | 52.236.157.25 * 0 B b »O:
Use this space to summarize your privacy and cockie use palicy. - Accept

CLUL PNV IIIIIICI LT | Search here.. All Categories y < | | —

WOMAN MAN~ SHOES WATCHES

New products

w.Lightweight Jacket 2Esprit Ruffle Shirt W Herschel supply
Lightweight Esprit Ruffle Shirt Herschel supply
dncket $16.64 $35.31

This confirms that our AKS service is fully operational, and the Docker container
image that we pushed from the YAML file settings is also working correctly. Nice job!
This completes the lab.

205



CHAPTER 8  LAB 6: DEPLOYING AND RUNNING AZURE KUBERNETES SERVICE (AKS)

Summary

In this lab, you learned how to deploy Azure Kubernetes Service (AKS) using Azure

CLI, as well as how to manage and validate the deployment using kubectl Kubernetes
command line. Next, you configured RBAC and ACR authentication for a service
principal. This was followed by the creation of a kubernetes.yml deployment file, having
a pointer to the Azure Container Registry repository image to use. After deploying

this container image within the AKS cluster, you validated the functioning using the
EXTERNAL-IP of the AKS service and checked the PODs.
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Lab 7: Managing and
Monitoring Azure
Kubernetes Service (AKS)

What You Will Learn

In this next lab of this workshop, we will focus on common operations related to
AKS. This includes enabling the basics of container scalability within the platform, as
well as configuring the new Azure built-in monitoring capabilities for these services,

using Azure Monitor for Azure Kubernetes Service.

Time Estimate

This lab shouldn’t take longer than 60 min.

Note Depending on the subscription type you are using (e.g., Azure Trial,
Azure Pass, etc.), you might be limited in the number of cores still available for
performing the scale operations discussed in this task. If you are OK with it, you
could delete the WebVM and SQLVM virtual machines to free up cores.
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Task 1: Enabling container scalability in Azure
Kubernetes Service (AKS)

1. AKS provides some nice integration in the Azure Portal, for
example, on how to scale out your Kubernetes Service. From the
Azure Portal, browse to your Azure Kubernetes Service. In the
detailed blade, go to Settings » Node pools.

. AKSCluster | Node pools X
+ Add node pool () Refresh
& Overviev
You can add node pools of different types to your cluster to handle a variety of workloads, scale and upgrade your existing node pools, or delete node
E Act og ool eed
Ao Access contral (IAN
® Togs Name Pravisioning state Kubemnetes version 05 type Nade count Node size
2 Diagnose and solve problems nodepool1 Succeeded 1.16.13 Linux 2 Standard_DS2_v2
@ Ssecurity

P4 Services and ingresses (previe

Settings

Z Node pools

2. Here, you can “scale” in two different ways, extending the
amount of nodes in the existing pool or adding a new pool. You
will configure both, starting with adding additional nodes to an
already existing pool. To do this, click the number in the Node
count column (2). This opens the “Scale” blade.
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Scale X

Scale method

m Autoscale)

Node count

O

x Standard DS2 v2 (2 vcpus, 7 GiB memory)

Total cluster capacity

Cores 4 vCPUs
Memory 14 GiB
3. Change the node count to “3,’ leaving the Scale method as

Manual. Save the changes by clicking Apply. Wait for the changes
to apply, and validate by refreshing the blade.

Name Provisioning state Kubernetes version 0Os type Node count Node size

nodepooll Scaling 1.16.13 Linux 3 Standard_DS2_v2

4. From the Azure Portal, browse to the resource group holding the
Azure resources for Azure Kubernetes Service, identified as MC_
AKSNativeRG_AKSCluster_<region>; here, select the “Virtual
machine scale set”
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(#4) MC_AKSNativeRG_AKSCluster_westeurope =

Resource group

| £ Search (Ctrl+/) | & E Delete resource group O Refresh —> Move & Exportto CSV ? Open query
[ Overview - B
B Activity log Type == all X Location == all X T Add filter

”p‘ Access control (TAM)

Showing 1 to 9 of 9 records. |:| Shaw hidden types @ Mo grouping v [ List view
® Tags
|:| Name 1 Type T4 Location Ty
" Events
[0 @ aks-agentpool-20945056-nsg Netwerk security group West Europe
Settings Ja
O ‘& aks-agentpool-20945056-routetable Route table West Europe
L+ ickstart
2 D ‘ aks-nodepool1-20945056-vmss Virtual machine scale set West Europe
o' Resource cost:
© gt bl [J ¢> aks-vnet-20945056 Virtual network West Europe
Deployments
& Deploy [ B8 bs4bf1c3-c6ab-4e96-a0ed-bSE950b00801 Public IP address West Europe

5. This redirects you to the individual scale set for the AKS Node

Pool.

Home > Rescurce groups > MC_AKSNativeRG_AKSCIustor womturope

L) aks-nodepool1-20945056-vmss =

o i B oo v e s

e - g ot B ARGl v 72831, 3 mo

B activity log

" Access control (IAM) ey vt 2ORSOS 6 aks-tusbrne
Linux

L B
Standard_D52_v2 (3 instances|
& Dugnose and solve probiems

Mot appicable

Settings NA off
B irtances Aruire Spot MIA
A& Networking Tags ichange) alcsEngineVersion : 47 0-aks-gomod-95-aks  creationSoure © ais-aks-nodepool|-20M5056-wnss  orchestrator : Kubernetes:1. 1613 pooiName : nodepool1
& Seairg =
B Dais
@ Operating sytem Show data for last: [ R Yeay Tcey 30 cay |
@ Security
B sice B CPU(average} P Network itotal) & Disk bytes (total) &
[ Extensions
@ Contiruous delivery -\NMWU\ "”’W‘—'\—WVW‘\——N\ e ]. \ f

eade pol : | wn h{w LEI‘I'J\"\,\PJ Uy llv\ﬂ\.ﬂ

ou i ¥ ||I
PP PP P |
ith and repair h - l
" 1 . -

. Identey SO, M BRI UCNos - - i WA UKL w0 S ™ b avee
HI Prooerties Iy, i, oani [ ranty iy [ty

6. Notice how it identifies 3 out of 3 succeeded as Status; next,
select Instances within the Settings pane.
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K1 aks-nodepool1-20945056-vmss | Instances

Virtual machine scale set

[,0 Search (Ctrl+/) ‘ « [3> Start Restart |—| B3 ] Del
% Overview - r,o lSearch virtual machine instances

= Activity log Name Status

R Access control (IAM) D aks-nodepool1-20945056-vmss_0 @ Running
® Tags [] aks-nodepool1-20945056-vmss._1 @ Running
& Diagnose and solve problems [J aks-nodepool1-20945056-vmss_2 @ Running

Settings

K3 |nstances

7. This shows the three nodes running. Clicking any of these would

show more details about the running instance, but mainly from

an Azure infrastructure perspective, not from a Kubernetes
perspective. More on that later...

8. Sonow that you know how to extend the number of nodes in your

cluster, let me show you the same, but using kubectl command

line, again from Azure Cloud Shell (Bash):

az aks scale -g AKSNativeRG -n AKSCluster --node-count 4

imlearning@Azure:~$|az aks scale -g AKSNativeRG -n AKSCluster --node-count 4

|:|- Running ..

Note The command takes a couple of minutes to complete, without having
impact on the already running PODs. The result is published in the JSON output.
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Bash o ?eRMNOD =
{aks} ...
imlearning@Azure:~$ az aks scale -g AKSMativeRG -n AKSCluster --node-count 4
{- Finished ..
“aadProfile™: null,

“addonProfiles®: {
“KubeDashboard™: {
“config™: null,
“enabled”: true,
"identity™: null
B
“omsagent®: {
“config™: {
"loganalyticshorkspaceResourcelD™: "/subscriptions/e373a65a-1884d-484F-B60d- 684407257900/ resourcegroups//defaultresourcegroup -weu/providers/microsoft. eperationalin
s/workspaces/defaultworkspace-e373a65a- 1884 -4Bdf - 860d - 68487257902 -weu™

}

“enabled”™: true,
“identity™: null

9. Let’s switch back to the Azure Portal view and “scale” the AKS
environment by adding an additional node pool. Switch back
to your AKS cluster, by searching for “Kubernetes” in the Search

resources, services, and docs (G+/).

= Microsoft Azure £ kub

Home > Services

Kubernetes service & iupemetes services

Default Directo
= ﬁ Container instances

10. Selectyour cluster in the list of Kubernetes services.

Kubernetes services =

Default Directory

4+ Add - @ Manage view O Refresh J_/ Export to CSV %S Open query ¥ Assign tags P Feedback
i. Fi‘|".9l by name... | +'-,? Add filter
Showing 1 to 1 of 1 records.
D Mame T Type Ty Resource group Ty
D == AKSCluster Kubernetes service AKSNativeRG

11. From the AKS cluster details, select Node pools under Settings;
here, click “Add node pool.”

212



CHAPTER9  LAB 7: MANAGING AND MONITORING AZURE KUBERNETES SERVICE (AKS)

+ Add node pool | () Refresh

You can add node pools of different types to your cluster to handle a variety of workloads, scale and upgrade your existing node pools, or delete node
poclsthatyounolongerneed.
Learn more about multiple node pools

Name Provisioning state Kubernetes version OS type Node count Node size

nodepooll Succeeded 1.16.13 Linux 4 Standard_D52_v2

12. Complete the configuration of the new node pool, using the
following parameters:

Add a node pool

Node pool name * (O I nodepool2 v

OS type * © @ Linux Windows

©® Windows node pools require a Windows
authentication profile

Kubernetes version * l 1.16.13 g

Node size * () Standard DS1 v2
1 vcpu, 3 GiB memory
Choose a size

Node count * @ O

— Node pool name: A name of your choice.
— OS type: Linux.

— Kubernetes version: Leave default (know this doesn’t need to
be the same).

— Node size: Choose a size/DS1 v2.

— Node count: 1.
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13. You are back in the Node pools blade, where you can see the

second node pool getting created (you might need a refresh to

speed this up).

=, AKSCluster | Node pools

£ Search (Ctrl+/) |- Add node poal | () Refresh

& Overview
You can add node pools of different types to your cluster to handle a variety of workloads. scale and upgrade your existing node pools, or delete

H Activity log u no longer need
i e about multiple node pools
8 Access control (LAM)
@ Tags Name Provisioning state Kubernetes version 05 type Mode count MNode size
¥ Disgnose and solve problems nodepool Succeeded Linu Standard_DS2_v2
@ security nodepooi2 Creating Linux Standard_DS1_v2

14. From here, you would technically repeat the same process as

earlier if you want to extend the number of nodes in this second

pool. To free up some resources, let’s delete this second node

pool again.

-+ Add node pool () Refresh [i] Delete T Upgrade [ scale

node

You can add node pools of different types to your cluster to handle a variety of workloads, scale and upgrade your existing node pools, or delete node

pools that you no longer need.
Learn more about multiple node pools

Name Provisioning state Kubernetes version  OS type Node count Node size
nodepooll Succeeded 1.16.13 Linux 2 Standard_DS2_v2
nodepool2 Succeeded 1.16.13 Linux 1
Scale 24
Upgrade ¢
Delete o} |
15. Since adding pools is creating “separate” virtual machine scale
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set environments in Azure, it might not always be what you are
looking for in terms of scaling. What if you want to run a larger
amount of identical instances, but maxing out the capacity of
your node pool? This is done using the kubernetes.YAML file (and
something you actually already did). By scaling the actual number
of PODs, using another update in the previously configured
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kubernetes.yml file, you can identify how many identical
instances you want to run.

This is done by running the following command:
kubectl scale --replicas=3 -f <path to yml file>

Which in this scenario scales down the number of replicas from
five to three (remember we defined five replicas in the YAML file
initially).

16. You can validate the operation using kubectl get PODs and
kubectl get services --watch.

imlearning@Azure:~$ kubectl get pods

NAME READY  STATUS RESTARTS  AGE
secondsample-6dcc99ff4f-7cqvd 1/1 Running © 7h52m
secondsample-6dcc99ff4f-87xch 1/1 Running © 7h52m
secondsample-6dcc99ff4f-9zrkc 1/1 Running © 7h52m
secondsample-6dcc99ff4f-ctwnk 1/1 Running © 7h52m
secondsample-6dcc99ff4f-rpr7m 1/1 Running © 7h52m
secsample-6fbfc856cf-8vgpb 1/1 Running © 7h45m
secsample-6fbfc856cf-m5bf8 1/1 Running © 7h45m
secsample-6fbfc856cf-taraf 1/1 Running © 7h45m
imlearning@Azure:~%

imlearning@Azure:~$ kubectl get services

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
firstsample LoadBalancer 10.0.179.30 20.50.161.123 80:30227/TCP  8h
kubernetes ClusterIP 10.0.6.1 <none> 443/TCP Sh
secondsample LoadBalancer 16.6.132.152 20.50.215.134 80:32485/TCP  8h
|secsample LoadBalancer 10.0.251.121 52.236.15/7.25 ] 80:32477/TCP  7h45m

17. This completes the task on learning different scaling methods in
AKS.

Task 2: Monitoring Azure Kubernetes Service
in Azure

Azure provides a nice integration (Insights) between standard Azure monitoring
capabilities and the AKS services.
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1. From the Azure Portal, browse to Azure Kubernetes Service,
and select your AKS service. From the Overview pane, you get
a lot of important information about your AKS cluster setup, like
Kubernetes version, amount of nodes/cores, and so on.

o AKSCluster =

- Kubernetes service
I,O Search (Ctrl+/) I « j§" Connect @ Delete O Refresh
e Overview . Resource group (change)
AKSNativeRG
Activity log
Status
Q,O\ Access control (IAM) Succeeded
Location
$ Tags :

West Europe

Va Diagnose and solve problems Subscription (change)

Azure Pass - Sponsorshi
Q Security P 3

Subscription ID

Kubernates resources e373a65a-188d-48df-860d-604d07a5790a

Tags (change)

N ;
W Hanespianesprevie) Click here to add tags

Uy Workloads (preview)

&% Services and ingresses (previe... . L
g (p Properties | Capabilities

Settings
R l:'f-: Kubernetes services
2> Node pools ‘

Kubernetes version 1.16.13

© Upgrade Azure AD integration Not enabled
Z scale
i . % Node pools
22 Networking et
Node pools 1 node pool
& Dev Spaces ‘
Kubernetes versions  1.16.13
i Deployment center (preview) Node sizes Standard_DS2_v2
& Policies (preview) Virtual node pools Not enabled
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2. Selecting the Capabilities pane next to Properties will open the
detailed blade for this service. Here, select Azure Monitor.

Properties Capabilities

@ Azure Monitor

Comprehensive health and
performance data in addition to
the default cluster metrics

@ configured

3. You can reach the same by selecting Insights under the
Monitoring section.

217



CHAPTER9  LAB 7: MANAGING AND MONITORING AZURE KUBERNETES SERVICE (AKS)

@ AKSCluster | Insights

Kubernetes service

l,O Search (Ctrl+/) ‘ &«

rs

© Upgrade

4 scale

£ Networking

&e Dev Spaces

&% Deployment center (preview)
& Policies (preview)

i Properties

& Locks

B3 Export template

Monitoring

@ Insights

BN Alerts

44 Metrics

B Diagnostic settings

@ Advisor recommendations
D Logs

& Workbooks

4. From here, you can get a more detailed view on nodes,
containers, and overall system processes and performance
indicators.
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What's new  Cluster Modes Controllers Containers  Deployments (Preview)

Node CPU utilization % Awg | Min | S0th | 90th | 95th | Max Node memery utlization % Avg | Min | 50en | o0en | osin | M
e = - : 2 S granlasity ¥ x| &
p—
. P 96 FM

493, 6.88+ 16.87+ 18.19+
Nede count Total | Ready | WotReady | & Active pod count Total | Pending | Running | Unknown | Succeeded | Failed | 3P
4m grasudarlty A granularity

.
I Fueady Hoos Paedy Perncing Rurring I Uik I —— Fusden!
prov protioy=d privey ety ARSChter privs -
212 0 5.48. 2307 0 ] 0

5. Click “Nodes” to get a more detailed view on amount and status
of nodes.

What's new  Cluster | Nodes | Controllers Containers  Deployments (Preview)

[ search by name.. | Metric: | cPU Usage (millicores) Min | Avg | 50th | 90th | 95th | Max
MNAME STATUS 95TH % J- 95TH CONTAINERS UPTIME CONTROLLER
> B aks-nodepool1-209450... @ ok 7% 136 mc 14 9 hours -
» B aks-nodepool1-209450... & Ok 4% 80 mc 9 9 hours .
> K aks-nodepool1-209450... ° Ok 3% 56 mc 2 43 mins -
b B aks-nodepool1-209450.. @ ok 2% 41me 2 33 mins -
b B aks-nodepool2-209450... @ Ok - = 2 3

6. Click “Containers” for a more detailed view of the running
containers.
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What's new Cluster Nodes Caontrollers  Containers Deployments (Preview)
[ Search by name.. Metric: CPU Usage (millicores) Min Avg | 50th | 90th | 95th | Max
29 items
NAME STATUS  95TH.. J 95TH POD NODE RESTARTS UPTIME  TREND 95TH % (1 BAR = 15M)
W coredns @ok  02% 4amc coredns-869¢... aks-nodepool.. 0 9 hours
W runnel-probe @ ok 02% 02me tunnelfront-6...  aks-nodepool.. 0 9 hours
. kube-prowy o Ok 0.2% 3Ime kube-proxy-v... aks-nodepool.. 0 9 hours
. kube-proxy e Ok 0.1% 3mc kube-proxy-fb... aks-nodepool.. 0 33 mins
. metrics-server °0k 01% 1mc metrics-server... aks-nodepocl.. 0 9 hours
.secands.';r'\ule cok 0% 0.7 mc secondsample... aks-nodepool.. 0 7 hours
7. From the list of containers, notice there are a lot of other “system
process” containers, besides the containerized application
(firstsample, secondsample) you published yourself. To get a
clearer view on your own application containers, add it to the
search field.
What's new  Cluster Nodes Controllers  Containers Deployments (Preview)
l second ] Metric. | CPU Usage (millicores) Min | Avg | 50th | 90th | 95th | Max
NAME STATUS 95TH % 95TH POD NODE RESTARTS UPTIME
. secondsample °Ok 0% 0.7 me secondsample-Gdc aks-nodepool1-209... 0 7 hours
. secondsample O()k 0% 0.7 mc secondsample-6dcc...  aks-nodepool1-209... 0 7 hours
. secondsample °0k 0% 0.6 mc secondsample-6dcc...  aks-nodepool1-209.. 0 7 hours
. secondsample °Ok 0% 0.7 me beL(.II‘(J‘:df‘\Dle-ELH.i .. aks-nodepool1-209... 0 7 hours
. secondsample QOI{ 0% 0.6 mc secondsample-6dcc... aks-nodepool1-209.. 0 7 hours

8. This filters the list of containers; by hovering over the POD
names, you will notice that each “instance” of the secondsample
replica is running in its own “POD,” where if you hover over the
node names, part of them are running on VMSS000000, while
some others are running on VMSS000001 (I couldn’t capture that
little balloon popup in the screenshots).
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9. While this might (should ®)) be already quite impressive,
especially if you are already familiar with Azure Monitor,
knowing you can read out all this information from within the
Azure Portal, know that Microsoft is working on an even more
detailed view, currently in preview. But that shouldn’t stop me
from showing you.

From the AKSCluster blade, browse to Kubernetes resources
and select Workloads (preview).

Ty AKSCluster | Workloads (preview) x
earch (Ctrl« « -+ Add [i] Delete () Refresh [F Show labels
5 Deployments Pods Replica sets Daemaon sets
A
Ra Access control (IAM) Filter by deployment name Filter by namespace
All namespaces
® Tags
&* Diagnose and solve prablems
Mame Namespace Ready Up-to-date Available Age |
Q' security D
kube-system [ - ] 10 haurs
Kubernetes resources D
yitem Qin 1 1 10 by
B Namespaces (preview D
ube-system Qn 1 1 10 by
" Workloads (preview) U
o n 1 1 b
L s and ingre: ips D
l:l Q1 1 1 10+
Settings
" D o n 1 1 10
2 Node pool
El Qi 1 1 10 b
O Upgrade
i secondsample - 5 5 B hours
0 : 0 e

S Networking

10. This again shows a list of all currently running services
(remember kubectl get services -watch?), but nicely integrated in
the Azure Portal. Select “secondsample” as our service workload,
showing additional details for this service.
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#, secondsample | Overview

Creation time
2020-08- 117143007 000Z

Replicas
5 desiredd, § updated, 5 tolal § svadable. O unavedable

Fevision hintory banit
W

Min ready seconds

o

Strategy type
Relbngipdite

Rolling update strategy
25% ma unauadable, 26% max surge

Deployment

£ Search (Carted) @ () Refresn

e Overview [r—

B v detast

B e Labels

9 insights Selactor
Pods  Replica sets

= HF Shaw labeh

[ heme
[  secordiample.ede:
|—] wandiample-£dos
E] secondsample-
| ] secondsample-&docs

Ready Status Riestart court Age | Fed 1P Hede

- R0 Running [ B houn 1024408 aks nodepon 1. 20945056

[ - XN Runring [ B b 1024406 abs-nodapan | 20945058
Qi Punning 0 i houns 02440100 sts-nodepool1-20M45056-..
[ - RN Running [ B b 02e4L7 ats-nodepond | 20945058

11. Next, click “YAML”; this exposes an actual YAML file configuration,
almost similar to the one you used for the initial deployment.

secondsample | YAML

Deployment

|,0 Search (Ctr+/) | « () Refresh

% Overview YAML  JSON

B vamL e
1 kind: Deployment

B Events 2 apiversion: apps/vl
3 metadata:

@ Insights 4 name: secondsample
5 namespace: default
6 selfLink: /apis/apps/vl/namespaces/default/deployments/secondsample
74 uid: c4acc977-ee26-47c@-beBa-92f018f56c24
8 resourceVersion: '1e472°
9 generation: 1
1e creationTimestamp: '2820-68-11T14:1@:07Z'
11 annotations:
12 deployment.kubernetes.io/revision: '1'
13 spec:
14 replicas: 5
15 selector:
16 matchLabels:
17 app: secondsample
18 template:
19 metadata:
28 creationTimestamp: null
21 labels:
22 app: secondsample
23 spec:
24 containers:
25 - name: secondsample
26 image: 'pdtacr.azurecr.io/simplcdotnet3l:latest’
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12. This could become handy for documenting your AKS cluster
setup, including running nodes. Or why not make changes to
the actual running state of your service? To show this, edit the
number of replicas from five to two (line 14 in my example),
and save the changes.

12 cHnocs

14 replicas: 2

T5 serector———

16 matchLabels:

17 app: secondsample

18 template:

19 metadata:

20 creationTimestamp: null
21 labels:

22 app: secondsample

23 spec:

24 containers:

25 - name: secondsample
26 image: 'pdtacr.azurecr.io/simplcdotnet3l:latest’

Review + save Discard

13. The YAML file is getting updated, highlighting the change, asking
you to confirm the manifest changes and saving these once

more.
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S ———

14 — replicas: 5
14+ replicas: 2

15 15 selector:

16 16 matchLabels:

17 17 app: secondsample

18 18 template:

19 19 metadata:

20 20 creationTimestamp: null
21 21 labels:

22 22 app: secondsample

Confirm manifest changes

14. After saving the change and waiting for it to get applied, switch
back to the Overview pane of this detailed view. See how the
number of replicas of the “secondsample” has now gone down to

only two.
Pods Replica sets
0 Shew labels
] tam Reacly Stat Restart count Age Pod IP Node
[:l 50 [- BV, R g a 1024406 :
[:I ” [-R1 R a a 10 ks ok

15. The same goes for the Services and ingresses topic within the
Kubernetes resources section; by selecting it, a list of currently
running services will be shown, similar to the kubectl get services
command you ran earlier.
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detault L° Liusteri¥ W
Kubernetes resources

B3 Namespaces [preview)

OOdC
©

& Senvices and ingresses (previe |

Settings
&= MNode pools

O Upgrade

4 Scale

dOO0oog
o

Z Networking

16. This time, it also shows the public IP address for each of the
running services (that’s what the ingresses refer to, incoming
traffic from the public Internet).

Note These last few screens and options are still in preview, which means they
might have changed by the time you go through this exercise yourself. It’s yet
another nice improvement, trying to help Azure customers in managing the AKS
environment, without requiring to be an expert on kubectl commands.

This concludes this part of the task, in which you learned how to manage your AKS

environment from the Azure Portal.

Task 3: Managing Kubernetes from Visual Studio
Code

Besides the Azure built-in monitoring tools in the previous task, one can also manage
the AKS cluster using Visual Studio Code.

1. Once Visual Studio Code is launched, from the menu, go to
File » Preferences » Extensions. This shows a list of community
and third-party vendor-provided extensions.
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EXTENSIONS

4 ENABLED 20

Advanced Terraform Snipp... 2.1.0 41K *4

Provides 550+ code snippets of Hashicorp's...
Richard Sentino -ﬁ}

Azure Account P22M k5
A common Sign-In and Subscription manag...
Microsoft -ﬁ}

Azure App Service 0.14.0 P 462K K5
An Azure App Service management extensi...
Microsoft 03
Azure Dev Spaces 1.0.1 23 PT8K *5
Rapid Kubernetes development for teams
Microsoft ﬁ

2. In the Search Extensions Marketplace, type “kubernetes’.

Kubernetes

debug Kubermetes applications

Visual Studio Code Kubernetes Tools

3. Click Install and wait for the extension to get installed
successfully. You will see a shortcut to it in the left menu sidebar.
Click it. Since this extension requires kubectl, which is not
preloaded on the VM, the extension fails.
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(S) Kubectl command failed: kubectl not found 3 X

Source: Kubernetes (Extension) Install dependencies Learn more

pLEIS I dll exXplorer tree view, alida drii inito workiodads, services, pods d4diid

(S\J Could not find Helm binary. i‘i} X

Source: Kubernetes (Extension) Install dependencies

G) Kubectl not found. Many features of the Kubernetes extension $8% X

will not work.

Source: Kubernetes (Extension) Install dependencies Learn more

4. Click “Install dependencies” (only once is ok) and follow the
progress from the terminal window.

1 OUTPUT  --- Kubernetes

hnstalling kubectl...

Installing Helm...
Installing Draft...
Installing Minikube...

5. Once the tools and dependencies have installed, refresh the
Kubernetes extension by clicking its icon in the sidebar. This
time no error messages show up anymore. From the Kubernetes
section, click the ellipsis, and select Add Existing Cluster.
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KUBERNETES

~ CLUSTERS

Add Existing Cluster

Create Cluster

Set Kubeconfig

6. You will need to go through a series of questions, to make sure the

extension picks up the correct information.

Choose cluster type
IRBINAN \zure Kubernetes Service v

Next >

7. Cluster type is Azure Kubernetes Service. Click Next >.

Choose subscription
Azure subscription:

Important! The selected subscription will be set as the active subscription for the Azure CLI.

Next >

8. Select your Azure subscription then click Next >.
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Choose cluster

O EGEERdISEA AKSCluster (in AKSNativeRG) v

Add this cluster >

9. Select AKSCluster as Kubernetes cluster. Click “Add this cluster >.”

Cluster added

kubectl installed at C:\Users\labadmin\AppData\Local\kubectl\kubectl.exe

This location is not on your system PATH. Add this directory to your path, or set the VS Code vs-
kubernetes.kubectl-path config setting.

Successfully configured kubectl with Azure Kubernetes Service cluster credentials.

10. The cluster got added successfully. From the Kubernetes pane,
notice the AKSCluster resource is visible, allowing you to

“manage” the cluster services and components.
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KUBERNETES

v CLUSTERS
v & AKSCluster

> Namespaces

~ Nodes
> aks-nodepool1-20945056-vmss000000
> aks-nodepool1-20945056-vmss000001
> Workloads
> Network
> Storage

> Configuration

11. Click Deployments.

KUBERNETES
v CLUSTERS
> aks-nodepool1-20945056-vmss000001
v Workloads
v Deployments
v secondsample
> secondsample-6dcc99ff4f-87xch
> secondsample-6dcc99ff4f-ctwnk

> secsample

> StatefulSets

> DaemonSets

12. This shows the earlier pushed deployment for service
“secondsample,” where we have two replicas running. Right-click

any of the running PODs, to see an action menu.
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KUBERMNETES

“ CLUSTERS

> aks-nodepool1-20945056-vmss000001

v Workloads
v Deployments
v secondsample
a7 secondsample-6dcc99ffAf-87xch
Running (1/1) Load
10.244.1.6

Copy Name
> secondsample-

> secsample Convert to Template
“ HELM REPOS Get
Unable to list Helm repo Delete
Delete Now
Terminal
Debug (Attach)

Port Forward

Describe

Follow Logs

Show Logs

13. Feel free to perform an action against a running POD, for example,
Delete Now.

This completes the lab exercise.

Summary

In this lab, you learned the basic admin tasks about scaling Azure Kubernetes Service,
using both the Azure Portal and kubectl command line. Next, you became familiar with
the Azure Monitor capabilities of Kubernetes monitoring, as well as how the built-in
standard Kubernetes dashboard can be used besides the Azure monitoring capabilities.
Last, you deployed the Kubernetes extension in Visual Studio Code and performed some
basic operations against the AKS cluster from there.
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Lab 8: Deploying Azure
Workloads Using Azure
DevOps

What You Will Learn

In this next lab, you get introduced to Azure DevOps, Microsoft’s tooling which allows
for CI/CD pipeline deployments of application workloads to Azure (as well as other
platforms). Starting from creating our Azure DevOps organization and project, you kick
off the process by importing the source code of our sample e-commerce application from
the GitHub repo into Azure DevOps Repos and learn the basics of Git and branching.
Next, you get introduced to creating a build pipeline using the Azure DevOps classic
editor as well as the newer pipeline.yml approach. From here, you will also learn how to
deploy the previously built Docker container and run this in Azure Container Instance,
but deployed using Azure DevOps release pipelines. Lastly, you will deploy the Docker
container to the AKS cluster you deployed earlier, again using Azure DevOps release
pipelines.

Time Estimate

This lab is estimated to take 90 min.
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CHAPTER 10  LAB 8: DEPLOYING AZURE WORKLOADS USING AZURE DEVOPS

Prerequisites

This lab continues on the deployments from Labs 3, 4, 5, 6, and 7. Make sure you
successfully completed those, before starting this lab.

Scenario Diagram

"N
Ww =) (5 -
* ‘ «. Azure Container Registry

(ACR)

U] ‘
-.- Azure Kubernetes Service
L Oeme (AKS)

Task 1: Deploying an Azure DevOps organization

1. From the “Search for resources, services, and docs (G+/)” field,
search for devops.

[ R | devops *

Services Marketplace See all
J DevOps Starter [ji DevOps Starter
| J Azure DevOps organizations £y DevOps Managed Service
| Resources !jl Azure DevOps connector for VIAcode IMS

No results were found 9 Award Winning DevOps Adoption and Support
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2. Select Azure DevOps organizations.

Home >

Azure DevOps

Azure DevOps

Plan smarter, collaborate better, and
ship faster with a set of modern dev
services

My Azure DevOps Organizations

Get started using Azure DevOps
Billing management for Azure DevOps

3. From the Azure DevOps start screen, click “My Azure DevOps
Organizations”; this redirects you to the dev.azure.com portal,
where you need to provide some additional details about your
user and organizational profile.
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We need a few more details

Your name;

imle z

We'll reach you at:

imleg z@outlook.com

From:

Belgium v

| I would like to receive information, tips, and resources related to
Microsoft developer tools and services, including Azure DevOps,
Visual Studio, Visual Studio Subscriptions, and other Microsoft
products and services.

4. Click Continue.
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imlearningaz Edit profile

p.zﬂl

RIOR AEECL i Get started with Azure DevOps

imlearningaz@outlock.com

@& Belgium . .
Plan better, code together, ship faster with Azure DevOps

Create new organization

B imleamningaz@outlook.com

Visual Studio Dev Essentials

Get everything you need to build and deploy your app

Use your benefits

5. Click Create new organization.

|:l Azure DevOps

imlearningaz@outlook.com Switch directory

Get started with Azure DevOps

Choosing Continue means that you agree to our Terms of
Service, Privacy Statement, and Code of Conduct.

| would like information, tips, and offers about Azure
D DevOps and other Microsoft products and services. Privacy

Statement.
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6. Click Continue.

(:I Azure DevOps
imlearningaz@outlook.com Switch directory

Almost done...

Name your Azure DevOps organization

dev.azure.com/ imlearningaz

We'll host your projects in

West Europe v

7. Provide a unique name for your Azure DevOps organization
and what Azure region you want to use for hosting the projects.
Confirm by clicking Continue.
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i::' Azure DevOps

imlearningaz@outlook.com Switch directory

Taking you to your Azure
DevOps organization...

-

8. Wait for this process to complete, after which you are redirected
to the Azure DevOps portal (dev.azure.com/<organizationname>,
where you are asked to create a new project.

Create a project to get started

Project name *

ApressLearningAzure v
Visibility

Public Private

Anyone on the internet can Only people you give

view the project. Certain access to will be able to

features like TFVC are not view this project.

supported.

-+ Create project
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9. Define a project name, and set visibility to private (which
means that only users within your organization can get access
to it). Confirm by clicking the “+ Create project” button; your
Azure DevOps “Workspace” gets created.

l::' Azure DevOps nlearningaz ApressLearningAzure
n ApressLearningAzure +
B overview

‘ ™ Summary

ApressLearningAzure

m Dashboards
B wii

E Boards
Repos

f Pipelines

A Test Plans |
a Artifacts ‘-“ i A £ \.
Welcome to the project!

What service would you like to start with?

Boards Repos Pipelines Test Plans

Artifacts

This completes the task, in which you deployed Azure DevOps and configured an
Azure DevOps organization. In the next task, you will start using Azure DevOps Repos as

a source control/version control mechanism.
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Task 2: Introduction to source control with Azure
DevOps Repos

The starting point of many successful deployments is source code. This can be application
source code like a dotnetcore web app, but could also be used for Azure templates,
PowerShell scripts, or basically any other data source facing regular updates. A popular
source control solution today is GitHub (www.github.com), which by itself is based on
Git, a distributed source control/version control solution. While GitHub is very useful, it
is mainly used for public and community-based source code publishing. But what if you
want to keep your source code “internal”’? Like within your DevOps projects themselves?
That’s what Azure DevOps Repos offers: a Git-compatible source control service.

This task introduces you to the basics of source control, guiding you through cloning
a public GitHub repo into Azure DevOps Repos, from where you will work with versioning
and branching. These changes will be used later on for the build and release pipelines.

1. From the Azure DevOps portal, select Repos.

ApressLearningAzure =~

ﬂ Overview

| fm  Summary
[H Dashboards

Wiki

d O

Boards

Repos

Pipelines

Test Plans

mb> 4D

Artifacts
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2. This gives you several options to choose from, specifying how
this repo will be used. Select “Clone in VS Code.”

ApressLearningAzure is empty. Add some code!

Clone to your computer

HTTPS 3] https//imlearningaz@dev.azure.com/imlearningaz/Apresslearning: = [  OR L3 Clonein VS Code v

Generate Git Credentials

@ Having proble authenticat n Git? Be sure to get the latest version Git for Windows ir plugins for Intelli), Eclipse, Android Studio or Windows command line.

3. Confirm to open this repo in VS Code from the popup box.

Open Visual Studio Code?

https://dev.azure.com wants to open this application.

[ Always allow dev.azure.com to open links of this type in the associated app

Open Visual Studio Code

4. This opens VS Code, asking you a confirmation to open the URI
link; confirm this by clicking “Open.”

Visual Studio Code X

o Allow an extension to open this URI?

Git (vscode.git) wants to open a URI:

vscode://vscode.git/clone?url%...Azure

[J Don't ask again for this extension. Cancel
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5. Once opened, you need to specify where VS Code needs to
clone the Azure DevOps Repos folder. Browse to the local C
drive, and create a new folder, named Repossource.

>° Select Folder
€« v 4 £. » ThisPC » Windows (C) »
Organize ~ New folder
Name
# Quick access
B Desktop » 2tierazuremigration
Microsoft
¥ Downloads 4
Packages
s Documents b 4 PerfLogs
= Pictures * Program Files
@ This PC Program Files (x86)
Users
@ Network Windows
WindowsAzure
Repossource

6. Inorder to be able to clone, you need to provide your Azure
DevOps credentials.
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Sign in to your account X

pq Visual Studio

BE Microsoft

Pick an account

R im _w@outlook.com
Signed in

—I— Use another account

7. After which, VS Code will provide you a prompt, asking if you
want to open this folder; select Open in New Window.

@ Would you like to open the cloned repository, or add it to the €% X

current workspace?

Source: Git (Exten... Open Open in New Window Add to Workspace

8. From here, let’s at some “source code,’” by creating a new file,
typing some text (e.g., Test file to initiate the repo), and save the
file in the root of the Repossource folder; I called my example
“init.md’, but this is not that important. It can be saved as text
file as well, with a name of your choice.
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= Test file to initiate the repo L

> OPEN EDITORS 1 UNSAVED

* APRESSLEARNINGAZURE

ﬂ Save As

+ * This PC » Windows (C:) » Repossource * ApressleamningAzure
Organize * MNew folder
o Quick access
B Desktop
¥ Downloads

« Documents

&= Pictures
™ This PC

o Network

<

File name: | initmd

Save as type: Plain Text

# Hide Folders

9. Since the Repossource folder is automatically “Git-enabled,’
thanks to Azure DevOps Repos, we can make use of the source
control extension as part of VS Code. Click the source control

icon.
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File Edit Selection View Go Run Termi

@ EXPLORER

> OPEN EDITORS
~ APRESSLEARNINGAZURE D fj O &

init.d

10. Notice how it picked up the “init.md” as a change, waiting to
be “pushed” back to Azure DevOps Repos. To do this, click the

“Commit” button.

File Edit Selection View Go Run Termi

Ctrl+Enter to commit on 'mast...

v Changes 1

-~ init.md M9 4+ u

5%
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11. Itwill ask you to provide a “message,” which typically refers to
the updates done to the repository (e.g., init repo or anything).

File Edit Selection View Go Run Terminal Help init.md -/ ningAzure - Visual Studio C dministrator]

init re pc4

Pleas a commit mess

12. This throws an error message.

Visual Studio Code X

@ Make sure you configure your ‘user.name’ and 'user.email’ in git.

Open Git Log Learn More Cancel

13. What this refers at is that each “git commit” must be linked to an
individual person, in order to trace back who made changes. This
is done by setting “Git variables,” which you didn’t do yet. Click
“Open Git Log,” which redirects you to the “Output” window
of VS Code; for now, the relevant information is executing the

following two commands from the “terminal”:

git config --global wuser.email “your email address”
git config --global wuser.name “your name”
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TERMINAL 1: powershell B

:\Repossource\ApressLearningAzure> git config user.email
:\Repossource\ApresslLearningAzure> git config user.email

:\Repossource\ApressLearningAzure> git config user.name
_: \Repossource\ApressLearningAzure> I

14. Once these variables are set, return to the source control view,

and commit your changes again.

File Edit Selection View Go Run Ter
CONTROL v O

e (Ctrl+Enter to commit on 'mast...

v Changes

15. While the commit was done successfully, it doesn’t mean the
file has been uploaded to Azure DevOps Repos yet; VS Code has
a built-in “safety net” (as I call it) to not sync immediately, but
rather waiting for you to trigger this automatically (this could
be handy when you detect mistakes in your source control,
allowing you to edit and commit the change again - all this
happens locally, without impacting the actual Azure DevOps
Repos). To force the sync, click the “sync changes icon.”
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1

Pmaster & ®O0AO

16. After a few seconds, you can check back in the Azure DevOps
Repos portal and see the new file you created showing up there.

B Apresstearningazure + 4 ApressLearningAzure : ¥ mastor Type t fil
& overview ML initmd
s Histon
N
Repos

D Files Ml initmd Just now fed499ea init repo Az

¥ Commits

17. From Repos, select “Commits”; this shows the trace of your
previous commits, triggered from VS Code. Notice how it

recognizes your “name,’ as well as showing the “message” you

provided.

ApressLearningAzure -+ § master v

Commits
ﬂ Overview
% Boards Graph Commit

° init repo

Repos f0d499ea oa Leaisiar Tuctnow
[ Files
¢  Commits
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18. Asyou now know the sync is working, thanks to Git integration
out of Azure DevOps Repos, we can “upload” the source folder
we used earlier into this Repos. To do this, open your File
Explorer, and browse to the 2tierAzureMigrate source folder.
Select ONLY the SimplCommerce31 folder.

v = | 2tierazuremigration
Home Share View
= v 4 » This PC » Windows (C:) » 2tierazuremigration »
[:l Name
# Quick access
JumpVM
B Desktop P
— Kubemetes

SimplCommerce31
WebVM-SQLVM-ARMDeploy
#= Pictures * | CODE_OF_CONDUCT.md

2tierazuremigration

b 8
¥ Downloads »
b 8

= Documents

@ This PC

19. Copy this folder to the target directory “Repossource,’ noticing
there is already a subfolder, named after the Azure DevOps
Project.
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| = | ssLearningAzure
Home Share View
« v 4 » This PC » Windows (C:) > Repossource » ApressLearningAzure
[0 Name Date modified Type
o Quick access
I Desktop » This folder is empty.
¥ Downloads + . 19% complete - X
R
 Documents Copying 2,659 items from 2tierazuremigration to ApressLearningAzure
= Pictures ” 19% complete " x
2tierazuremigration _
% This PC
@ Network Mare details
20. The content should look like this now:
v = | ApressLearningAzure
Home Share View
« v 4 » This PC » Windows (C:) » Repossource > ApressLearningAzure »
[ Name Date modified Type
s Quick access
SimplCommerce31 8/14/2020 10:14 PM File fold
I Desktop » P dad fieforaer
¥ Downloads b g

21.

Once the copy operation is complete, switch back to VS Code,
and open the source control extension. This has picked up all
the changes, ready to be “committed.”
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File Edit Selection View Go Run Termi
ROL

e (Ctrl+Enter to 1mit on 'mast...

v Changes 1985
# CODE_OF_CONDUCT.md
{} azuredeploy.json Jun
{} bastion-template.json JumpvM
configurevm.ps1
i) readme.md Jun

kubernetes.yml «

y
.editorconfig SimplCommerce3

.gitattributes SimplCommerce3
.gitignore SimplCommerce3
travis.yml SimplComme
azure-pipelines.yml Sin
CODE_OF_CONDUCT.md SimplCom...
CONTRIBUTING.md SimplCommerce31
Delete-BIN-OBJ-Folders.bat SimpliCo...
docker-entrypoint.sh SimplCommerc

¢ Dockerfile SimplCommerce3
Dockerfile-sglite SimpiCo
global.json SimplCommerce31
jshint.option.xml Si

= License.txt S

2 modular-architecture.png SimplCom...
README.md SimplComme
run-tests.ps1 SimplCommerce31
run-tests.sh SimplCommerce31
Settings.StyleCop SimplCommerce31
simpl-build.sh SimplCo
SimplCommerce.sln Simpl

1 I' FUNDING.yml SimplCommerce

§° masterr O ®@O0AO0
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22. Commit the changes, and provide a descriptive message.

File Edit Selection View Go Run Terminal Help init. nd - ApressLearningAzure - Visual Stuc

~ Changes
CODE_O

fo {} azuredeplo
CIK+

upload sourcefilesl

Please provide a commit message (Press ‘Enter' to confirm or 'Escape’ to cancel)

1985

{} bastion-templatejson JumpVM

23. Next, click the “sync changes” icon again, and wait for all files
to get pushed into Azure DevOps Repos. After about a minute,

this should be completed.

¢ LearningAzure

A

>

>

>

SimplCommerce31
.github
build
src
test
0 .editorconfig
0 .gitattributes
[ .gitignore
) travis.yml
) azure-pipelines.yml
M. CODE_OF_CONDUCT.md
Ml CONTRIBUTING.md

Delete-BIN-OBJ-Folders.bat
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This completes the task in which you learned about source control, based on Azure
DevOps Repos. Given the integration with Git, it allows a clone to VS Code (among other
development tools), providing DevOps engineers with the necessary integration to
enable source control, commit changes, and keep source code in sync. In the following
task, you will create a build pipeline, based on this source control repository.

Task 3: Creating and deploying an Azure build
pipeline for your application

While Azure DevOps gives you an end-to-end solution to manage your application
development and deployment lifecycle, this lab focuses mainly on the Azure Pipelines
service within.

1. Select “Pipelines,” and within, select “Pipelines” once more.

f Pipelines

& Pipelines

2. You are greeted to create your first pipeline.

Create your first Pipeline

Automate your build and release processes using our wizard, and go from
code to cloud-hosted within minutes.

Create Pipeline
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3. Click Create Pipeline. This launches the Pipeline wizard,

starting with the source code location.

Connect

Select Configure

New pipeline

Where is your code?

'

Azure Repos Git ~ YAML
Free private Git repositories, pull requests, and code search

WedIdB

Bitbucket Cloud  YAML
Hosted by Atlassian

GitHub ~ YAML

Home to the world's largest community of developers

GitHub Enterprise Server  YAML

The self-hosted version of GitHub Enterprise

Other Git

Any generic Git repository

Subversion
Centralized version control by Apache

Use the classic editor to create a pipeline without YAML.

4. Select “Azure Repos Git,” followed by selecting the repository

you created earlier.
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+ Connect Select Configure Review

New pipeline

Select a repository

N Filter by keywords ApressLearningAzure

® ApressLearningAzure

5. This brings you to the “Configure your pipeline” blade; based
on the source code, it will offer you different selections. Since
our application is a dotnetcore app, select ASP.NET Core.

v Connect + Select Configure Review

Mew pipeline

Configure your pipeline

&+ Docker
docker Build a Docker i age
Docker
docker Build and push an image to Azure Container Registry

, Deploy to Azure Kubernetes Service

Build and push image to Azure Container Registry; Deploy to Azure Kubernetes Service

%% Deploy to Kubernetes - Review app with Azure DevSpaces
e

ASP.NET

Build and test ASP.NET projects

@ ASP.NET Core (.NET Framework)

Build and test ASP.NET Core projects targeting the full NET Framework
=l

[y

.NET Desktop

Build and run tests for NET Desktop or Windows classic desktop solutions

Universal Windows Platform

Build a Universal Windows Platform project using Visua
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6. This results in an azure-pipelines.YML file, storing the actual
configuration of the build pipeline.

Connect Select Configure Review

Review your pipeline YAML Variables m

& ApressL ghzure / pipelinesyml * =5 Show assistarr

1 ® ASP.NET Core (.NET Framework)
# Build and test ASP.NET Core projects targeting the full .MNET Framework.
# Add steps that publish symbols, save build artifacts, and more:
# https://docs.microsoft.com/azure/devops/pipelines/languages/dotnet-core

trigger:
= master

o0l :
vmImage: ‘windows-latest’

se/e sln’
"Any CPU’
uration: ‘Release’

7. While this file is already quite useful, we are going to make a
few changes to the tasks, outside of the default configuration
offered here. Scroll down to line 24, where you find the task
“VSBuild@1”:

- task: VSBuild@l

¢ '$(solution)”

p dPlatform)”
configuration: *$(buildConfiguration)’

8. Replace the msbuildArgs line with the following update:

msbuildArgs: /p:DeployOnBuild=true /p:DeployDefault
Target=WebPublish /p:WebPublishMethod=FileSystem
/p:publishUrl="$(Agent.TempDirectory)\WebAppContent\\"

Note this should all be on a single line.

9. The new layout should be similar to this:

= task: VSBuilagl
inputs:
solution: ‘$(solution)"
msbuildArgs: /p:DeployOnBuildstrue /p:DeployDefaultTargetsWebPublish /p:WebPublishMethodsFileSystem /pipublishlrl 'S(qunt.Tnnnﬁ1racta-yskwﬂrqu
PIITrOrET UL TOPTaTPOTIY
configuration: ‘$(buildConfiguration)
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10. Also verify the indention of the line is at the same level as
solutions, platform, and configuration; these actually define
the parameters (input) for this task. If the indention is wrong,
these will not be recognized however.

11. Next, below the VSBuild@1 task, add a new task, by inserting
the following lines:

- task: ArchiveFiles@2
displayName: Archive Files
inputs:
rootFolderOrFile: $(Agent.TempDirectory)\WebAppContent
includeRootFolder: false

12. The file structure should look as in the following:

- task: VSBuildgl
inputs:

rue fp:DeployDefaultTarget=WebPublish fp:WebPublishMethod=FileSystem /p:publishUrl="%(Agent.TempDirectory)\Webip

e: $(Agent.TempDirectory)\WebAppContent
older: false

13. Validate the indention of “- task,” making sure it is in line with
the level of the previous task, as well as for the displayName
and inputs.

Last, paste in the following new task “PublishBuildArtifacts@1,’
based on the following lines, at the end of the current file:

- task: PublishBuildArtifacts@1
inputs:
PathtoPublish: $(Build.ArtifactStagingDirectory)
ArtifactName: drop
publishLocation: Container
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The file structure should look like the following:

Settings
- task: ArchiveFiles@2
displayName: Archive Files
inputs:
rootFolderOrFile: $(Agent.TempDirectory)\WebAppContent
includeRootFolder: false

Settings
- task: VSTest@2
inputs:

platform: "$(buildPlatform)"’
configuration: '$(buildConfiguration)’

Settings
- task: PublishBuildArtifacts@l
inputs:

PathtoPublish: $(Build.ArtifactStagingDirectory)
ArtifactName: drop
publishlLocation: Container

Click Save and run; accept the defaults and confirm once more.
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Save and run

Saving will commit azure-pipelines.yml to the repository.

Commit message

Set up Cl with Azure Pipelines|

Optional extended description

Add an optional description...

@ Commit directly to the master branch

() Create a new branch for this commit

16. This creates your pipeline and initiates the build job against

the Azure DevOps Agents.

@ #20200814.1 Set up Cl with Azure Pipelines
SRR

Summary

Triggered by . imlearningaz

Repository and versio

€ LearningAzure 2 Just now

¥ master ¥ 1089627

Jobs

0 Job
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& Get started
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17. Click the job item itself, which opens the more detailed view
of the running job, showing the different steps in the build
process.

&« Jobs in run #20200814.1 & NuGetCommand

@ Job
nitialize job
Checkout LeamingAzur

NuGetToolinstaller

® 0 O

NuGetCommand

WVSBuild

Archive Files

VSTest

18. Wait for the process to complete. Notice there are several
warnings visible during the VSBuild stage; these can be ignored

for now.

19. After about 5-6 minutes, the job completes successfully.
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& Jobs in run #20200814.1
LearningAzure
Jobs
v @ Job 3m51s
Initialize job 8s
© Checkout LearningAzur... 6s
@ NuGetToolInstaller 1s
©® NuGetCommand 1m 17s
@ VsBuild 1m 46s
@ Archive Files 65
© VSTest 165
@ PublishBuildArtifacts 5s
@ Post-job: Checkout Le... <1s
Finalize Job <1s
Report build status <1s

This completes the task in which you set up a build pipeline,
based on application source code in Azure DevOps Repos. In the
next task, we will continue the process, by creating and running a
release pipeline, publishing the code to Azure.
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Task 4: Building a release pipeline in Azure DevOps

1. From Azure DevOps » Pipelines, select Releases.

Pipelines

ek
L Environments

& Releases

I\ Library
Task groups

Deployment groups

2. Next, select New pipeline.

A \em
No release pipelines found

Automate your release process in a few easy steps with a new pipeline

New pipeline

263



CHAPTER 10  LAB 8: DEPLOYING AZURE WORKLOADS USING AZURE DEVOPS

3. Thislaunches the New release pipeline creation wizard.

T New release pipeline (1)

Select a template &
Pipeline Task Variable Retention Qptior History Or start with an gy Empty job
Featured
Artifacts | 1 Add Stages | Add |@ Azure App Service deployment

@ Deploy a Java app to Azure App Service
Stage 1 et s o e WA

‘ Deploy a Node.js app to Azure App Service

Deploy a PHP app to Azure App Service and
Azure Database for MySQL

4. From the template list, select Azure App Service deployment.
Provide a description for the Stage name, for example, Deploy_
to_webapp.

Stage ] Delete ¢ Move Vv
Deploy_to_webapp

& Properties A

Name and owners of the stage

Stage name

Deploy_to_webapp
Stage owner

0 imlearningaz

5. Close the Stage window.

6. The pipeline now looks like this:
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All pipelines > % New release pipeline (1)

Pipeline ~ ( Tasks v Variables  Retention  Options  History

Artifacts | 1+ Add Stages | + Add v

| s ' |
_Add an % Deploy_to_webapp Q
artifact ; joy @ 1job, 1 task

View stage tasks

® Schedule

not set

7. Before defining the actual deployment task, let’s add the artifact;
this is the source package for the actual deployment, which you
created during the previous build task. Click “Add an artifact.”
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Add an artifact

Source type

4 g O &

v Build Azure Repos ... GitHub TFVC

5 more artifact types v

Project* (@
LearningAzure

Source (build pipeline) * (@)

O This setting is required.

Add

8. Click the Source (build pipeline) drop-down icon, and select
“LearningAzure,” which is the source build pipeline you created
earlier. This will complete some additional parameters.
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Source (build pipeline) *  ®

LearningAzurel v
Default version* (@)
Latest v

Source alias* ()

_LearningAzure

@ The artifacts published by each version will be available for deployment in release pipelines. The

latest successful build of LearningAzure published the following artifacts: drep.

Add

9. Confirm by clicking “Add.” The updated pipeline looks like this:

All pipelines > % New release pipeline

Pipeline (O Tasks v  Variables Retention  Options  History

Artifacts | + Add Stages | + Add v

%  Deploy_to_webapp Q

_LearningAzure R | @ 1job, 1 task
Schedule
© not set
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10. In the Stages field, select “1 job, 1 task”; this is where you will
provide the settings of the Azure Web App environment you will
use for the actual deployment.

Stage name

Deploy_to_webapp

Parameters © | @ Unlink all

Azure subscription * @ | Manage 2

® This setting is required.

App type @

Web App on Windows

App service name * @

(O This setting is required.

11. Since it’s the first time we integrate Azure DevOps pipelines
with Azure itself, you need to authorize this from the Azure
subscription topic (since your Azure admin and Azure DevOps
admin accounts are the same and have full permissions, this
“just works”; in a production environment, you would configure
a “Service ConnectionPoint” for this, using a service principal
(remember you did something similar for RBAC in the AKS lab?).
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Parameters @ | @y Unlink all
Azure subscription * @ | Manage
Azure . ) 40 v Authorize | Vv
Click Authorize to configure an Azure service connection. A new Azure
service principal will be created and added to the Contributor role, having
(® access to all resources in the selected subscription. To restrict the scope of
the service principal to a specific resource group, see connect to Microsoft
Azure 2
App type @
Web App on Windows
App service name * @
A

O This setting is required.

12. Click Authorize, and authenticate using your Azure admin

credentials. You will notice the list of App Service names is empty.

This makes sense, since we didn’t deploy the Azure Web App
resource yet. While Azure Pipelines could do this from an ARM
template or Azure PowerShell or CLI, let’s do it a bit more manual
for now. (Think of the Ops team providing the Azure resources
and the Dev team (= you) providing the source code for the web

app...)

13. Switch to the Azure Portal, and create a new resource “web
app,’ using the following parameters for the deployment:

— Resource Group: Create New/FromAzureDevopsRG
— Name: Unique name of your choice
— Publish: Code

— Runtime stack: .NET Core 3.1
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e Operating System: Windows
o Region: Region of choice

Home > New >

Create Web App

Basics  Monitoring  Tags  Review + create

App Service Web Apps lets you quickly build, deploy, and scale enterprise-grade web, mobile, and APl apps running on
any platform. Meet rigorous performance, scalability, security and compliance requirements while using a fully managed
platform to perform infrastructure maintenance. Learn more [2

Project Details

Select a subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage
all your resources.

Subscription * © l Azure Pass - Sponsorship v ‘
Resource Group * | FromDevOpsRG v |
Create new

Instance Details

Name * [ winfromdevopsapp N

.azurewebsites.net

Publish * (® code () Docker Container

Runtime stack * | .NET Core 3.1 (LTS) v |
Operating System * O Linux @ Windows

Region * | West Europe ~ |

@ Not finding your App Service Plan? Try a different region.
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14. Accept the defaults for the App Service plan.

App Service Plan

App Service plan pricing tier determines the location, features, cost and compute resources associated with your app.
Learn more 2

Windows Plan (West Europe) * © | ASP-FromDevOpsRG-92b4 (S1) ~
Create new
Sku and size * Standard S1

100 total ACU, 1.75 GB memory

15. Confirm the creation by clicking Review + create and once
more Create. Wait for the deployment to complete.

ich

@ fromdevopswebapp

07015-8
= 3

16. The baseline is ready, so let’s switch back to Azure DevOps
Pipelines and complete the following settings:

— App type: Web App on Windows

— App service name” <name of the web app you just created>
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Stage name

Deploy_to_webapp

Parameters © | @ Unlink all

Azure subscription * @ | Manage 2

Azure Pass - Sponsorship (e373a65a-188d-48df-860d-604d07a5790a)

LU Scoped to subscription 'Azure Pass - Sponsorship’

This field is linked to 1 setting in 'Deploy Azure App Service'

App type @

Web App on Windows

App service name * @

winwebappfromdevops

This field is linked to 1 setting in 'Deploy Azure App Service'

17. Next, click the task “Deploy Azure App Service.”

Run on agent
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Package or folder* ()

$(System.DefaultWorkingDirectory)/**/* zip

File Transforms & Variable Substitution Options v

Additional Deployment Options v

This refers to the webdeploy package you created out of the

build pipeline.

19. When done, click Save in the top menu of your Azure Pipelines

project, and click OK for the popup showing the folder (“\”) where

to store this information, followed by Create release.

Create release

20. Accept the default settings.

View releases
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Create a new release

New release pipeline

# Pipeline A

Click on a stage to change its trigger from automated to manual.

% Deploy_to_v

Stages for a trigger change from automated to manual. ()

B8 Artifacts A
Select the version for the artifact sources for this release

Source alias Version

_LearningAzure 20200814.1

Release description

21. And confirm the creation.

All pipelines > % New release pipeline

@ Release| Release-1 has been created
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22. Click “Release-X” in the confirmation bar.

%" New release pipeline > Release-1 v

Pipeline Variables History O Refresh /" Edit v

Release Stages

Manually triggered Deploy_to_webapp

by @ imlearningaz O Queued
8/15/2020, 1:03 AM

Waiting in Azure Pipelines q...

Artifacts

hiy

_LearningAzure
20200814.1

1-9 master
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"t New release pipeline > Release-1 v

Pipeline Variables History O Refresh ./ Edit ™

Release Stages

Manually triggered Deploy_to_webapp

by @ imlearningaz @ In progress

Deploy Azure

3 App Service

_LearningAzure
20200814.1

23. Click the “In progress” status, and wait for this process to
initialize.

+ New release pipeline (1) » Release-1 > Deploy_to_webapp

< Pipeline Tasks Variables Logs Tests ) Cancel T) Refresh 4 Download all logs  # Edit

Deployment process Run on agent

Pool: Azure Pipelines - Agent: Hosted Agent

Run on agent
® ® Initialize job

Waiting for console output from an agent...
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24. This shows the detailed progress for each and every step in the
process; wait for the task to complete.

" Mew release pipeline = Release-1 ~ Deploy_to_webapp ~

< Pipeline Tasks Voriables Logs Tests < Deploy ) Refresh 4 Download all logs  # Edit e e
Deplcyment process Run on agent Started: 8/15/2020, 1:03:19 AM
Pool: Azure Pipelines - Agent: Hosted Agent vee 35g

) Run oln agent
@ Initialize job - succeeded 4s
@ Download artifact - _LeamingAzure - drop - succeeded 3s
@ Deploy Azure App Service - succeeded i} 27
@ Finalize Job - succeeded <ls

25. The release pipeline shows this Succeeded status as well.

Pipeline Variables History -+ Deploy v © Refresh  # Edit v
Release Stages
Manually triggered Staging
by @ de tender peter ® Succeeded

8/11/2019, 12:18 AM

on 8/11/2019, 12:21 AM

Artifacts

o

007FFFLearning.Nopco...
20190810.5

¥ refs/pull/1/merge

26. From the Azure Portal, browse to the Azure Web App you selected
in the release pipeline as target, and validate it is running as
expected.
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simplwebappvl.azurewebsites.net

Commerce Search here... All ¢

WOMAN  MAN~ SHOES WATCHES

New products

it
A

- P

27. Ifyou should receive the following web page instead of
the webshop itself, it typically means there is no database
connectivity; validate your SQL Azure database is present, as
well as checking if you (still) have the database connection
string in the appsettings.json file in the Azure DevOps Repos
SimplCommerce31\src\Simplcommerce.webhost\ folder.
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28. Ifyoureceive the following web page instead of the webshop
itself or the HTTP Error 500.30, it means you were a bit too
fast @); waiting for a few seconds and refreshing the website
typically fixes this. You could also try to stop and start the web
app again to force the publishing.

B® Microsoft Azure

Hey, App Service developers!

Your app service is up and running.
Time to take the next step and deploy your code.

@ Ruby

Don't have your code yet?
uickstart guide and

continuous deployment.

Deployment Center

This completes the task in which you created a release pipeline, based on a previous
build pipeline configuration, allowing you to publish an Azure Web App.

Task 5: Creating and pushing a Docker container
to ACR

In one of the previous labs, you learned the basics of Docker commands and how

to push an existing Docker Hub container image to Azure Container Registry. Most
probably at that time, you were wondering how to create a Docker container yourself,
right? Since this felt a bit more “DevOps” in character, I decided to keep it for the Azure
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DevOps module. So here we are, where I will guide you through creating a Dockerized
container image, based on the webshop source code, and pushing this container image
to Azure Container Registry, all done by Azure DevOps.

1. Letus start with creating a new Azure DevOps Project (this is not really
required out of Azure DevOps itself, but just feels more organized to
me), by clicking “Azure DevOps” in the upper-left corner in the
Azure DevOps portal and clicking “+ New project.”

-0
imlearningaz e ————
2. Provide a project name, keep visibility to private, and confirm by
clicking Create.
Create new project X

Project name *

‘ SimglCommercg] v

Description

Visibility
Public Private
Anyone on the internet can Only people you give
view the project. Certain access to will be able to
features like TFVC are not view this project.
supported.

N Advanced
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3. Once the project got created, select Repos, where you will “import

a repository.”’

0 Azure DevOps miearningaz SimplCommerce Files s

ICom:
it SimplCommerce is empty. Add some code!

a Overview
Clone to your computer
z Boards
SSH  httpsy/imi @ dev.azure.com/imlearningaz/SimplCommerce/
E
I Generate Git Credentials
3 Files
¢ Commits
&, Pushes
Push an existini ository from command line
P Branches g rep b4
1 Pull requests git remote add origin
https:/imlearningaz@dev.azure.com/imlearningaz/SimplCommerce/_git/SimpiComm
q Pipelines
Test Pl .
A Lol Impert a repository
. Artifacts
Import

4. Provide the following URL:

0y OR [ CloneinVsCode

https://github.com/simplcommerce/simplcommerce.git (know
this repo is managed by SimplCommerce itself, not by me; since

it is getting continuously updated, I thought it was more safe to
provide this one, to make sure the container build steps keep

working)
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Import a Git repository X

Repository type
Q} Git v

Clone URL *

https://github.com/simplcommerce/simplcommerce.gi’d

() Requires Authentication

5. Theimport process starts.

On its way!

N Processing request
Importing https://github.com/simplcommerce/simplcommerce.git

We'll send you a notification when it's ready. For now, you can work on some
other project or just take a moment to sit back, relax and enjoy your day.

6. Once the import succeeded, the Repos structure looks like this:
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¢ SimplCommerce

> .github

> aws-beanstalk
> build

> miscellaneous
> src

> test

M .editorconfig
D .gitattributes
0 .gitignore

D: travis.yml

7. Next, create a new (build) pipeline, by selecting Pipelines >
Create Pipeline.
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Create your first Pipeline

Automate your build and release processes using our wizard, and go from
code to cloud-hosted within minutes.

Create Pipeline

8. This launches the Create Pipeline wizard. In the “Where is your
code?” step, select Azure Repos Git.
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New pipeline

Where is your code?

Azure Repos Git  YAML
Free private Git repositories, pull requests, and code search

We OO

Bitbucket Cloud YAML
Hosted by Atlassian

GitHub  YAML
Home to the world's largest community of developers

GitHub Enterprise Server  YAML
The self-hosted version of GitHub Enterprise

Other Git
Any generic Git repository

Subversion
Centralized version control by Apache

Use the classic editor to create a pipeline without YAML.

9. Click Next. Select “SimplCommerce” as the repo to use.

New pipeline

Select a repository

Y Filter by keywords

0 SimplCommerce

SimplCommerce
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10. This builds up an azure-pipelines.yml file, looking similar to
this one:

New pipeline

Review your pipeline YAML

4 SimplCommerce / azure-pipelines.yml =b

1 | ASP.NET Core

2 # Build and test ASP.NET Core projects targeting .NET Core.

3 # Add steps that run tests, create a NuGet package, deploy, and more:

4 # https://docs.microsoft.com/azure/devops/pipelines/languages/dotnet-core

6 trigger:

7 --master

9 jobs:

18 --job: Linux

11 pool:

12 vmImage: ‘ubuntu-18.84°

13 steps:

14 - script: dotnet build ./SimplCommerce.sln
15 displayName: ‘dotnet build®

11. Notice it offers different jobs, for different Operating System Build
Agents (Mac, Linux, Windows); this is because the application is
developed in dotnetcore, which is supported to run on each of

those platforms.

12. This creates the new job.

& SimplCommerce

Runs Branches Analytics

Description Stages
#20200816.1 Technical Change Request in OrderService #926 (#927) @
£ Manually triggered for . i* master ¢ boe1sed

13. Select the job, which shows more details for the running job(s).

286



CHAPTER 10  LAB 8: DEPLOYING AZURE WORKLOADS USING AZURE DEVOPS

® #20200816.1 Technical Change Request in OrderService #926 (#927)

on SimplCommerce

Summary Tests

Manually run by o imlearningaz

Repository and version Time started and elapsed
@ SimplCommerce [ Today at 4:24 PM
I master ¢ b90189d ® 15m 55s

Jobs

Name

© Linux
@ macOS
@ Windows

@ LinuxRelease

14. You could select any of the jobs to get even more details about
the build process itself; since you already did that in earlier tasks,
I'll skip that for now.

15. Return to Azure DevOps Pipelines, and create yet another one.
When you are asked where the source code is, select “Azure
Repos Git.”
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Select Configure

New pipeline

Where is your code?

&

Azure Repos Git  YAML
Free private Git repositories, pull requests, and code search

WedD0Adb

Bitbucket Cloud  YAML
Hosted by Atlassian

GitHub  YAML

Home to the world’s largest community of developers

GitHub Enterprise Server =~ YAML
The self-hosted version of GitHub Enterprise

Other Git

Any generic Git repository

Subversion
Centralized version control by Apache

Use the classic editor to create a pipeline without YAML.

16. Next, you need to select the repository to use. Here, select

288

“SimplCommerce.”

Review



CHAPTER 10  LAB 8: DEPLOYING AZURE WORKLOADS USING AZURE DEVOPS

New pipeline

Select a repository

N’ Filter by keywords SimplCommerce

0 SimplCommerce

17. Next, in the Configure your pipeline step, select “Docker - Build
and push an image to Azure Container Registry.”

MNew pipeline

Configure your pipeline

@ Docker

docker  Build a Docker image

@ Docker

docker  Build and push an image to Azure Container Registry

%% Deploy to Azure Kubernetes Service
P Build and push imag

ige to Azure Container Registry; Deploy to Azure Kubernetes Service

; .—:.::. Deploy to Kubernetes - Review app with Azure DevSpaces

Build and push image to Azure Container Registry; Deploy to Azure Kuberentes Services and setup Review

w App with Azure DevSpaces
@ ASP.NET
Build and test ASP.NET projects.

18. Next, select your Azure subscription and confirm by clicking
“Continue”; this will prompt you for your Azure admin
credentials.
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Docker

Build and push an image to Azure Container Registry

Select an Azure subscription

Azure Pass - Sponsorshi
@ P P

19. Once authenticated, select your Azure Container
Registry from the list, and update the container name to

“devopssimpl[suffix].”

Docker
Build and push an image to Azure Container Registry

Container registry

PDTACR

Image Name

devopssimplpdt

Dockerfile

$(Build.SourcesDirectory)/Dockerfile

20. Click “Validate and Configure,” which produces an azure-
pipelines.yml file, looking like the following screenshot:
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New pipeline

Review your pipeline YAML

@ SimplCommerce / azure-pipelines-1.yml * =J

1 # Docker

2 # Build and push an image to Azure Container Registry

3 # https://docs.microsoft.com/azure/devops/pipelines/languages/docker

4

5 trigger:

6 - master

7

8 resources:

9 - repo: self

10

11 variables:

12 # Container registry service connection established during pipeline creation
13 dockerRegistryServiceConnection: '92e90406-f08f-4cl7-aeel-c01633562d46"
14 imageRepository:  'devopssimplpdt’

15 containerRegistry: 'pdtacr.azurecr.io’

16 dockerfilePath: '$(Build.SourcesDirectory)/Dockerfile’

17 tag: '$(Build.BuildId)’

18

19 # Agent VM image name

28 vmImageName: 'ubuntu-latest’

21

21. Confirm by clicking “Save and run.”
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Save and run

Saving will commit azure-pipelines-1.yml to the repository.

Commit message

DockerPush _from DevOggI

Optional extended description

Add an optional description...

@ Commit directly to the master branch

(O Create a new branch for this commit

22. Provide a descriptive name in the Commit message field, and
confirm by clicking Save and run again, which creates the

pipeline.

@ #20200816.1 DockerPush_from_DevOps

on SimpiCommerce

Summary

Triggered byo imlearningaz
Repository and version

& SimplCommerce [ Just now

P master ¥ 754c431
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23. Click the “Build” job, to open more details about the job. Notice
how each step in the Dockerfile gets processed.

e

&« Jobs in run #20200816.1 & Build and push an image to container registry

Build and push stag
@ Buid
Initialize job
@ Checkout SimplComme

@  Build and push an ima

) Post-job: Checkout Simpl

24. Ifyou follow along in the container build process, you will
notice that all the way at the end how the name gets tagged to
the container, followed by the Docker Push command for this
container image.

Removing intermediate container 1d498b@2bade <@
---> f51b4713e60@a
Successfully built f51b4713e6@a

Successfully tagged ***/devopssimplpdt:63

implpdt
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25. Validating this process from the Azure Portal itself shows the
successful push as well.

Home > PDTACR | Repositories >

= PDTACR | Repositories « devopssimplpdt
Container registry Repository
£ Search (Ctrl+/) « (‘_‘) Refresh C_) Refresh ]r_ll Delete
& Overview |)’7 Search to filter repositories ... | winfromdevopsapp
B Activity log Repositories Ty
Last updated date
Ao Access control (IAM) devopssimplpdt 8/16/2020, 5:29 PM GMT+2
® Tags simpledotnet31 et
g . b t:'earch to filter tags ..
& Quick start simplcommercegit l
Tags T.
Events
Settings

Access keys

This completes the task in which you learned how to containerize an application

using Docker build pipelines.

Task 6: Creating a release pipeline for Docker
containers from ACR

Similar to the previous release pipeline from source code in GitHub to a published Azure
Web App, we can use the same concept to create a release pipeline, based on a Docker
container in Azure Container Registry. This is similar to the manual task you ran in Lab 4

earlier.

1. From Azure DevOps, select Pipelines > Releases » New release

pipeline.
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Repos

Pipelines

Pipelines

Environments

Releases
N Library
= Task groups
"t"  Deployment groups
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imlearningaz LearningAzure Pipelines

o £ Search all pipelines

= B W ~+ New v

New rele: |+ New release pipeline

© Deploy. T Import release pipeline

2. When the template window appears, close it, and select “Add

an artifact” first.
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All pipelines > % New release pipeline (2)

Pipeline  Tasks Variables Retention Options  History

@ You cannot save a release pipeline that contains zero stages.

Artifacts | + Add Stages | + Add v

Add an :
artifact : } Add a stage

—

Schedule
C not set

3. From the Add an artifact blade, click “5 more artifact types,’ to
extend the list of artifacts to choose from.

Add an artifact

Source type

4 © O &x

v Build Azure Repos ... GitHub TFVC

5 more artifact types v
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4. Select “Azure Container Registry.”

Add an artifact

Source type

i \Ig O &

Build Azure Repos ... GitHub TFVC
0N
EER EEE EER
Azure Artifacts GitHub Relea... v/ Azure Co... Docker Hub
o :jé"
-
Jenkins

5. Complete the parameters according to the existing resources in
your Azure subscription, reusing the resources from previous lab
exercises (Azure Container Registry, repository, etc.).
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Service connection * | Manage 2

Azure Pass - Sponsorship (e373a65a-188d-48df-860d-604d07a5790a)

Resource Group * ©)
PDT-containersRG

Azure Container Registry * (O
PDTACR

Repository * ()

simplcdotnet3 1|

Default version* ()

Latest

Source alias * (0

_simplcdotnet31

Add

6. Confirm the artifact selection, by clicking Add.

7. Your artifact will be completed.
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Pipeline  Tasks  Variables  Retention  Options  History

@ You cannot save a release pipeline that contains zero stages.

Artifacts | + Add Stages | + Add

_simplpdtv1 ] I Add a stage

Schedule
© not set

8. Next, click Stages > Add a stage, and select Azure App Service

deployment.

Select a template
Or start with an g3 Empty job

Others

@ Azure App Service deployment with
continuous monitoring

£ cont X

Deploy your Web applications to Azure App Service and

enable continuous monitoring using Application Insights.

Featured

Azure App Service deployment

Deploy your application to Azure App Service. Choose from Apply

Web App on Windows, Linux, containers, Function Apps, or

WeblJobs.
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9. Confirm with Apply; provide a descriptive name for the stage,
for example, “Deploy to webapp for containers.”

Stage li] Delete ¢ Move Vv

Deploy_to_webapp_for_containers

E Properties ~

Name and owners of the stage

Stage name

Deploy_to_webapp for_containers{

Stage owner

o imlearningaz

10. Close the Stage popup, followed by selecting the “1 job, 1 task”
item in the pipeline view.

All pipelines > *** New release pipeline (1)

Pipeline O Tasks Variables  Retention  Options  History

Artifacts | + Add Stages | + Add v
7 .
R |
2t %  Deploy_to_webap... Q
_simplcdotnet31 Ao job, 1 task
. |
Schedule
o not set
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11. Provide the required parameter for your Azure subscription,
and specify “Web App for Containers (Linux)” for App type.

Stage name

Deploy_to_webapp_for_containers

Parameters @ | @; unlink all

Azure subscription * @ | Manage 2

Azure Pass - Sponsorship (e373a65a-188d-48df-860d-604d07a5790a) v O
@ Scoped to subscription 'Azure Pass - Sponsorship’

App type @

Web App for Containers (Linux) v

12. Complete the additional parameters for Azure Container
Registry and image. Note you have to provide these values
yourself; they are not pulled from a list box like in the previous
task when publishing the web app. These are the screenshots
from the Azure Portal to help you in finding this information:

& PDTACR #

[- Search (Ctrl+ I “ > Move [i] Delete & Update

s Overview s s
Rescurce group (change) : POT-containersRG Login server pdtacrazurecrio

H activitylog
o Access control (1AM)
& Tag:

&b Quick start

West Eurape Creation date 8/10/2020, 12:36 AM GMT+2
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Home > PDTACR | Repositories > simplcdotnet31 >

. PDTACR | Repositories

Container registry

|;0 Search (Ctrl+/) | « () Refresh

ﬁ Locks -
[P Search to filter repositories ...

E3 Export template Repositories T4

Services simplcdotnet31 i

A Repositories

&% Webhooks

@ Replications

W Tasks

Repository permissions

& Tokens (Preview)

simplcdotnet31

Repository

(D Refresh [ii] Delete
Repository
simplcdotnet31

Last updated date
8/10/2020, 2:356 AM GMT+2

Tag count
T

Manifest count
7

A

lp Search to filter tags ...

Tags T4

13. The deployment parameters should look similar to my

screenshot:

App service name * @

pdtcontwebapp

Registry or Namespace * @

pdtacr.azurecr.io

Repository * @

simplcdotnet3 1:latest

Startup command @
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14. Click “Save,” and confirm the popup as OK, followed by “Create
release.”

Save

15. Validate the settings for this new release pipeline.
Create a new release X

New release pipeline (1)

# Pipeline ~

Click on a stage to change its trigger from automated to manual.

% Deploy_to_v

Stages for a trigger change from automated to manual. ()

v
BB Artifacts A
Select the version for the artifact sources for this release
Source alias Version
_simplcdotnet31 latest ~

16. And confirm the deployment by pushing the Create button.
This creates Release-1.
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All pipelines > % New release pipeline (1)

@ Releasd Release-1 has been created

Pipeline  Tasks v Variables  Retention  Options  History

Deploy_to_webapp_for_containers

vep ne roce

Run on agent £

Deploy Azure App Service

17. Click “Release-1" to open the detailed deployment blade
(depending on how fast you do this, the state could be Queuing,
Running, or Completed).

This kicks off the release creation; follow the different steps
occurring, and wait for them to complete successfully.

@ Azure Web App on Container Deploy: contnopwebapp Previous task

azure-rm-web-app-containers

nopacrl.azurec

uccessfully.
figuration detai

2919-88-11T1

2019-088-1
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18. Once the task is complete, you can see its overall status from the

Pipeline window.

"t New release pipeline (1) > Release-1 v

Pipeline Variables History

Release

Manually triggered

by @ imlearningaz
8/15/2020, 1:28 AM

_simplcdotnet31
latest

~+ Deploy

Stages

() Refresh

/' Edit v

Deploy_to_webapp_ft
@ Succeeded

on 8/15/2020, 1:29 AM

19. Check back in Azure Web Apps if your app is running successfully,
by connecting to the Azure Web App URL for this Azure resource.
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simplcontwebapp.azurewebsites.net

Commerce — All C

WOMAN MAN ¥ SHOES WATCHES

New products

o gﬂ ~
- i '_‘.:-:,

£h

This completes the task in which you created a new Azure Pipelines release,
deploying an Azure Web App for Containers, relying on a repository in Azure Container
Registry.
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Task 7: Creating an Azure DevOps pipeline to deploy
an ACR container to Azure Kubernetes Service

(AKS)

In this scenario, you will create yet another Azure release pipeline, this time pushing a

container from ACR into the earlier deployed Azure Kubernetes Service cluster.

1. From Azure DevOps, select Pipelines > Releases » New release

pipeline.
‘:J Azure DevOps imlearningaz LearningAzure Pipelines
LearningAzure + L Search all pipelines
ﬂ Overview =B W -+ New v
% Bontids New relez | T New release pipeline
© Deploys T Import release pipeline
Repos —
New release pipeline
e © Deploy_to_webapp
f Pipelines
a Pipelines
LB, Environments

Releases

N

2. Close the appearing template window, and return to Artifacts;

click “Add an artifact”
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All pipelines > % New release pipeline (2)

Pipeline  Tasks  Variables  Retention  Options  History

@ You cannot save a release pipeline that contains zero stages.

Artifacts | + Add Stages | + Add ~

Schedule
< not set

3. Repeat the steps from the previous task, selecting Azure
Container Registry as source and selecting the ACR and
container repository you want to use for this deployment.
I show you my settings as illustration:
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X
Artifact ] Delete

AzureContainerRepository - _simplcdotnet31

Service connection | Manage 2

Azure Pass - Sponsorship (e373a65a-188d-48df-860d-604d07a5790a)

Resource Group * (i)

PDT-containersRG

Azure Container Registry * ®

PDTACR

Repository *

simplcdotnet31

Default version* (O

Latest W

Source alias* (i)

_simplcdotnet31

4. Next, select “Add a stage,” and select the Deploy to a Kubernetes
cluster” template.
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Select a template £ kub X
Or start with an gy Empty job .

Featured

Deploy to a Kubernetes cluster
Deploy, configure. update your containerized applications to Apply

a Kubernetes cluster.

Others

5. Confirm by clicking Apply; provide a descriptive name for the
stage, for example, Deploy_to_AKS.

Stage ] Delete < Move Vv
Deploy_to_AKS

B Properties A
Name and owners of the stage

Stage name

Deploy_to AKS
Stage owner

° imlearningaz X

6. Close the Stage popup, which returns you to the Release
Pipeline window. Click “1 job, 1 task” under Stages.
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All pipelines > % New release pipeline (3)
Pipeline  Tasks v Variables  Retention  Options  History

Stage 2

Deployment process

Agent job

& Run on agent

@ kubectl
Fo Deploy to Kubernetes

7. Select “kubectl,’” and provide the necessary settings and
parameters of the AKS cluster you deployed in a previous lab,
knowing you only need to provide the Kubernetes service
connection name.

Kubectl @® [D View YAML T[] Remove

O Task version 0.* v

Display name *

kubectl

Kubernetes service connection (i) | Manage 2

v O + New

Namespace ()
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312

8.

To create this one, click “+ New” next to it, which opens the New
service connection blade; your Azure subscription will get resolved,
as well as asking you for your Azure credentials. After successful
logon, you can complete the Kubernetes cluster information and
namespace, similar to what it looks like in my setup:

New service connection X

Authentication method
(O KubeConfig

() Service Account
@ Azure Subscription

Azure Subscription
Azure Pass - Sponsorship (e373a65a-188d-48df-860d-604d07...

Cluster

AKSCluster (AKSNativeRG) v
Namac:‘_\arn

default v

() Use cluster admin credentials

Details

Service connection name

Azure_AKS

Description (optional)

Security

Grant access permission to all pipelines

Learn more -
Save
Troubleshoot




CHAPTER 10  LAB 8: DEPLOYING AZURE WORKLOADS USING AZURE DEVOPS

9. Click Save; the pipeline definition shows the Kubernetes
service connection now. Since you already defined the
namespace in the service connection settings, you can leave
that field blank here.

Kubectl ® [ﬂ View YAML @] Remove

Ao Task version (* v

Display name *

kubectl

Kubernetes service connection () | Manage 2

Azure_AKS v (OO 4 New

Namespace (i)

10. Confirm the settings using Save and Release.

Create release

11. Click Create release from the pipeline confirmation window.
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Create a new release
New release pipeline (2)

# Pipeline A

Click on a stage to change its trigger from automated to manual.

— % Deploy_to_A

Stages for a trigger change from automated to manual. ()

B3 Artifacts A

Select the version for the artifact sources for this release

Source alias Version

_simplcdotnet31 latest

12. Therelease is getting created.
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All pipelines > T New release pipeline (2)

@ Release Release-1 has been created

Pipeline  Tasks v Variables  Retention  Options  History

Deploy_to_AKS

Deployment process

Agent job +

Z Run on agent

& kubectl ®

P Kubect!

13. Click “Release-1,” to open the detailed view of the release task.

"t" New release pipeline (2) > Release-1 v

Pipeline Variables History ) Refresh # Edit ~
Release Stages
Manually triggered Deploy_to_AKS
by @ imlearningaz @ In progress
8/15/2020, 1:42 AM
Initialize job
"ne,
Artifacts s Gioe:
4
L‘H
_simplcdotnet31
T Q) Cancel = Logs
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14. This results in a successful job.

"t Mew release pipeline (2) * Release-1 ° Deploy_to_AKS ~

< Pipeline Tasks Variables Logs Tests 5 Deplay 0) Refresh L Download all logs . Edit Fa

Deployment process Agent job Started: B/15/2020, 1:42:57 AM

Pool: Azure Pipelines - Agent: Hosted Agent ve Bg
[ Agent job

@ Initialize job - succeeded 3

© kubectl - succes

© Finalize Job - succeeded <1

Note The full deployment process is much much much more powerful and
provides many more settings than we had here, but this is mainly to allow you to
experience what a base deployment release pipeline can do and how to configure it.

This completes the task in which you created a new Azure release pipeline for a
deployment of an ACR-stored repository to an existing Azure Kubernetes cluster.

Summary

In this lab, you performed several tasks around Azure DevOps, starting from the initial
creation of an Azure DevOps organization, followed by creating an Azure DevOps build
pipeline, using a GitHub repository with an application’s source code. In the next task,
you created a release pipeline, deploying the build from the previous task, publishing an
Azure Web App.

The following tasks involved creating an Azure DevOps release pipeline to publish
an Azure Container Registry repository image to Azure Container Instance, as well as to
publish to Azure Kubernetes Service.

Congrats if you completed all labs with all tasks from all modules. You should
now have a real good understanding of Azure and where it can help in your overall
digital transformation. Reach out when having any questions or concerns or wanting
to share overall feedback about the lab content used in this book (peter@pdtit.be or
@pdtit on Twitter). Have a nice day!
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